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Editorial

Plastic Waste A Menace: Because of changes in lifestyle, there has been a notable increase
in the usage of plastics over the past few decades, as well as an increase in the amount of
waste created per person. The primary causes of the rise in rubbish creation per person are
changing lifestyles. Despite this, plastic is used in many products for a range of purposes
because it is inexpensive, lightweight, durable, and can be moulded into the necessary forms
and sizes. It is also available in vibrant colours. There is widespread plastic use, with each
person consuming 45 kg of plastic annually on average. Plastic is an organic material that
does not biodegrade; depending on its thickness, it may take years for it to do so. Burning
plastics can seriously pollute the air and ground water pollution through leaching. Several
thousand tons of plastic garbage are discarded into natural water bodies every day.

Over 430 million tons of plastic are created annually, and if current trends continue, the
amount of plastic garbage generated will triple by 2060, having catastrophic effects on
ecosystems and public health. In addition to their detrimental effects on the environment and
natural resources, plastics have health implications on aquatic life, humans, and animals.
Lung cancer, silicosis, heart disease, chronic obstructive pulmonary disease, and other
conditions are among the illnesses brought on by plastic garbage. Individuals employed
in the plastics industry may have the risk of developing brain tumours, breast cancer,
mesothelioma, lymphoma, and infertility. When plastic garbage enters the drainage system,
it clogs, causes flooding during heavy rains, damages properties, and sometimes even results
in the deaths of people and animals. Furthermore, fish, seabirds, and other marine creatures
absorb plastic debris that ends up in rivers and other bodies of water, suffocating to death.

Using paper bags instead of plastic ones, avoiding single-use plastics, reusing existing plastic
bags and other things, recycling wasted plastic material, refusing to use disposable plastic
cutlery, and other strategies are some ways to reduce its usage. The best way to reduce the
threat of plastic waste is to

Carry A Bag — Not Carry Bag
New Delhi Editor

30t June 2024
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ABSTRACT

Forest fires have a significant impact on boreal ecosystem circumstances, recurrence and the worldwide cycle of
carbon. Various LANDSAT datasets from the Utharkhand region were collected for this study for the period from
2015 to 2022. Among several bands, the thermal band includes temperature-related information in LANDSAT
aerial images. Based on statistical fire detection, fire detection-based parameters such as TOA temperature, Land
Surface temperature, Brightness temperature, humidity, vegetation index, and land cover area are retrieved to
estimate the forest fire. This suggested method reduced the false alarm rate while detecting 98.83% of the fire area.

INTRODUCTION

he ecological balance of the earth is guarded by

forests. Regrettably, forest fires are sometimes
only detected after they have consumed a large area,
which makes containment and destruction challenging.
It might be hard to handle and control at times. Forest
fires are a major hazard to forest vegetation and
biodiversity, accounting for 30% of CO, emissions
in the atmosphere. The struggle between social and
ecological protection and rapid urbanization, urban
sprawl, and land-use changes is intensified by weather
and climate change. While regulated fires contain and
limit the spread of unwanted fires to prevent significant
harm to forest ecosystems and biodiversity, unplanned
and unexpected forest fires degrade the environment.

Worldwide, data from space-borne remote sensing
systems is used to identify hundreds of thousands of
fires related to biomass every year. The two primary
data sources used to create maps are satellite and aerial
images. Various features were calculated from the
satellite photos based on the geographical, spectral, and
temporal resolutions. The incentive to develop early
forest fire detection is increased by the steady growth in
the availability of satellite pictures.
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To detect the ecarly fire detection, an improved
algorithm for detecting forest fires was proposed. The
undesired noise in the satellite photos is first eliminated
by the suggested technique. Many factors including
land surface temperature, intensity, TOA Brightness
temperature, spectral radiance, NDVI, land surface
emissivity and water vapor were taken into account for
early forest fire detection. To find the fire region, the
Unsupervised Clustering technique is employed. The
statistical method is employed in this suggested work to
find forest fires. The suggested method’s experimental
findings are examined, and a performance analysis is
conducted.

RELATED WORKS

Research on forest fire detection makes use of a variety
of satellite remote sensing techniques to offer worldwide
earth observation. The Landsat satellite series delivered
high spatial resolution photos for more than 45 years.
Several early detection methods have been developed to
use Landsat imagery to identify forest fires.

Preprocessing should be carried out initially to fix
mistakes and eliminate clouds and cloud shadows
from the Landsat imagery. In order to extract the
satellite image from the noise and other degradation,
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error correction techniques were applied. In order to
correct the satellite degradation error and radiometric
correction, Lasaponara R et al[6] used multiple sets of
satellite images taken at different times and under varied
environmental conditions.In order to eliminate the need
for changing IC lamps Chander et al.[2] revised the
Lansat 5 (L5) TM reflective band calibration technique.
IC represents the Internal Calibrator of the onboard
calibration system.

The surface temperature was estimated using various
thermal bands from ASTER satellite images. ASTER
satellite sensor has five thermal infrared bands. A method
for calculating the surface radiance using the ASTER
thermal band Emissivity Normalization approach was
employed by KrishnenduBanerjee[3]. This method
mapped surface radiance to decimal numbers from the
ASTER thermal band. Ultimately, the surface radiance
will be used to obtain the surface temperature. The
Earth-Sun Distance in Astronomical Units and UCC
(Unit Conversion Coefficient) are obtained using
ASTER manual gains and offsets.

To identify forest fires, Bruna EZ Leal et al.[1]suggested
an onboard fuzzy logic technique that separates the
spectral properties of fires. Setzer Algorithm is used
to investigate pixel values from their decimal integers
without modifying them for temperature or reflectance.
Only a few annual tweaks are needed to account for
sensor degradation in the fire pixel categorization
criteria, which are obtained analytically.

The detection and analysis of forest fires was done over
several decades using satellite sensors in geostationary
Earth observation (EO) satellites and Polar-orbiting
systems. ZixiXieet.al[9]suggested that several fire
detection systems use either temporal resolution images
or spatial resolution images. To identify a forest fire,
certain fire detection algorithms merge photos with both
geographical and temporal resolutions.

Contextual and fixed threshold algorithms were
presented by Kumar et al.[4] for the purpose of detecting
forest fires using spatial resolution pictures. Based on
brightness, temperature, and a few other characteristics,
fixed threshold algorithms were employed to identify
the forest fires. The surpassing pixel values in these
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techniques are recognized as the fire area. The variation
in air condition relies on time and climatic variables,
making threshold limit optimization difficult.

PROPOSED METHODOLOGY

The suggested technique uses a statistical approach to
detect forest fires. There are three distinct phases to it.
The stages of the suggested method are preprocessing,
feature extraction, and threshold based fire detection.
Various bands are extracted from Landsat satellite
photos and sent into the preprocessing phase. Image co-
registration, noise reduction, and cloud elimination are
carried out in the preprocessing stage. The many features
assessed in the feature extraction stage are land surface
temperature, intensity, TOA Brightness temperature,
spectral radiance, NDVI, land surface emissivity and
water vapor. At last, the statistical method is used to
identify forest fires.

Landsat scenes are gathered from different regions of
the world in order to research the suggested system.
These scenes were divided into before and after fire
scenes according to the dates of collection. A range of
characteristics are employed to predict the likelihood of
forest fires at various times. The bands from the sensor
should be collected, and then they should be processed
to take out any noise.

Visual Assessment of Tmage
Co-registration

Raw LANDSAT Imagcs | Cloud Shadow Masking I

| Radiometric Calibration ‘

Data Pre-Proeessing

Feature Extraction

Caleulate Intensity

Caleulate Spectral radiance
and reflectance

Evaluation of LST and TOA
Brighiness Termerature
Estimate NDVI and water
vapour

l

Fire detection based on Stafistical

Selection of Area of Interest

Approach

Fig.1 Block diagram for threshold-based fire detection
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The suggested design to identify forest fires using
threshold based method is depicted in Figurel.

Preprocessing

Preprocessing is used to get rid of undesirable data,
mistakes, and noise. Many preprocessing methods,
including as 1image co-registration, radiometric
adjustment and cloud elimination are applied to improve
the Landsat imagery.

Image Co-registration

The relative image to image geo-location has allowed
for the visual assessment to be completed. The effective
precision of the spatial registration between multi-date
photos can be visually assessed using the relative picture
to image geolocation. The 2000 picture was used as the
master image, and the linear X, Y pixel shift was needed
to match the slave image to the master image via image
overlay. Problems with geolocation usually caused a
linear displacement of one or two pixels. Subsequently,
a fresh 20 x 20 km subset is extracted and raw Landsat
scenes are translated. When available, alternate data
is substituted for the images in the study, as the geo-
location inaccuracy was non-linear in a few instances.
The erroneous images are corrected by adding some
images without nonlinear errors, and the nonlinear geo-
location error images are eliminated from the gathered
datasets.

Cloud and cloud shadow masking

To locate and classify clouds and cloud shadows,
utilize the Spatial Procedures for Automated Cloud and
Shadow Removal technique. To identify each pixel’s
membership in the cloud, cloud shadow, water, and clear
sky categories in a Landsat image, the technique uses a
neural network methodology. It then uses information
such as surrounding pixel membership values and an
estimate of cloud shadow locations based on solar and
cloud geometry, among other spatial approaches, to
resolve pixels with uncertain membership.

The noisy and the cloud removed images were depicted
in the figure 2.
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Fig. 2: Original and cloud eliminated image
Segmented region

K-means is the most popular and widely used
Unsupervised Learning Algorithm. The unlabeled data
is split up into K distinct clusters by it. The K-Means
algorithm groups the datapoints according to their
regularity and structure when it receives the cluster
numbers and the training set. Choose K data points at
random among the data collected to create the centroids
of the clusters. The cluster center nearest to each data
point should be assigned to it. To update the centroids,
compute the average location of all the data points in
each cluster.

Feature Extraction

A key component of applications based on remote
sensing is feature extraction. The properties and structure
of the objects to be detected are what determine which
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features can be extracted. Heat and smoke are the two
main components that forest fire detectors employ to
find the fire. Features based on heat are retrieved here.
Land surface temperature, intensity, TOA Brightness
temperature, spectral radiance, NDVI, land surface
emissivity and water vapor are among the various
indicators used in statistically based fire detection
intensity to identify forest fires.

Intensity

You can get the tar file needed to process the Landsat
image by visiting www.usgs.gov, the USGS website.
Each pixel of an image is represented by a set of bands,
each of which holds a set of decimal integers. Every
pixel has a value for intensity. The object’s reflected
wavelength from the ground determines the intensity
value. The digital number of each pixel represents the
intensity value of that pixel. Each pixel has a digital
integer between 0 and 255. A series of digital numbers
can be found in each and every band of the Landsat
image.

TOA spectral radiance and reflectance

The decimal figures can be converted into the spectral
radiance with the aid of rescaling factors in the meta
file. Equation (1) represents the computation of spectral
radiance.

The decimal figures can be converted into the spectral
radiance with the aid of rescaling factors in the meta
file. Equation (1) represents the computation of spectral
radiance.

D
The meta file and the coefficients that may be
downloaded from the USGS website can be used to
estimate the TOA reflectance value and is given in
equation (2)

TOA Spectral radiance= M| *Q_, + A,

p, =x*L,*d?/ESUN , *cosé, @
The TOA reflectance from the Landsat image is
estimated using the above formula.

Land Surface Temperature

One of the key elements that determines how heat
and energy from the sun are absorbed, reflected, and
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refracted at the earth’s crust’s surface is the land surface
temperature, or LST. A approach for estimating land
surface temperature was proposed by Moreira[§].
Accurate estimate is challenging since LST varies
with changes in precipitation and other human activity.
The land surface directly releases the majority of the
energy that the sensor detects in this spectral region.
Thermal Infrared (TIR) remote sensing is a novel
method for gathering LST data at regional and global
scales. Temperatures of the soil and vegetation combine
to form LST. This temperature estimate is useful for
determining the atmospheric land surface boundary and
changes in the climate. The Land Surface Temperature
is used by Chander et al.[2] to forecast changes in the
atmospheric state.

It takes continuous spatial monitoring to determine the
impact on surface temperature and the thermally related
fluctuation in the atmosphere. The Landsat pictures’
thermal infrared band can be used to efficiently do
continuous spatial monitoring. As the parameter
that controls the actual radiated temperature, LST is
essential to determining thermal behaviour on Earth’s
surface and is computed using the equation (3) and (4).

dl,/dsS = pk,(B,(T)-1I,) (3)

4
These are the formulas used to estimate the Land
Surface Temperature.

LST =(BT/(1+ (W * BT /1.4388) * Ln(¢)))

TOA Brightness Temperature

The ratio of incident solar radiation to reflected solar
radiation on a particular surface is measured using the
dimensionless TOA Reflectance metric measurement.
It can be calculated with satellite-measured spectral
radiance by utilizing the solar zenith angle and mean
solar spectral irradiance. Equation (5) is used to estimate
the brightness temperature.

I, = ==

K \
| —++1]
i ! (5)
NDVI (Normalized Difference Vegetation Index)

The greenness of vegetation is measured using the
(NDVI) scale, which is also helpful in identifying
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changes in ecosystem life and vegetation density.
Additionally, the photosynthetic activity in a planting
region can be represented by the NDVI value. Readings
from the red and near-infrared bands are used to
calculate the NDVI and is shown in equation (6).
NIR - RED

MNIR +RED

NDIT=
(6)

The NDVI value can be estimated with the help of
LANDSAT 7 and Landsat 8 satellite images by using the
above formula. The Normalized Difference Vegetation
Index (NDVI) is a metric used to track the expansion
of vegetation in a specific remote sensing area. The
possible values of the index are +1 to 1. This index
parameter can be used to calculate the Land Surface
emissivity. Three categories for NDVI index values
were identified. The region is made up of bare soil if the
vegetation value is less than 0.2. The area has a mix of
bare soil and vegetation if the index falls between 0.2
and 0.5. The area is high if the index is higher than 0.5.

Emissivity

Eventhough Land Surface Emissivity (LSE), an intrinsic
property of natural materials, varies with surface
roughness and observation angle, it is often employed as
a material composition indicator, especially for silicate
minerals. Therefore, the analysis of soil erosion and
development, vegetation density, and changes in land

surface area are all vital tasks performed by LSE. The
land surface emissivity is caused by the homogenous

Chanthiya, et al

The only surfaces that are unambiguously classified as
LST are homogenous surfaces at thermal equilibrium.
When the spatial pictures are gathered from the rough
surface, the emissivity value increases. In addition to
being gathered at the same temperature, the surface and
black body radiance are distinct factors that are useful
in determining the emissivity. The vegetation density
can be used to measure the land surface emissivity
using equation(7).

£ =0.004 * Py + 0.986 (7)

Water Vapour

One of the key components for determining changes
in global hydrological cycles and climatic conditions
is atmospheric water vapor. The only way to recover
water vapor at the regional and global levels is through
remote sensing. Four different types of techniques exist
for calculating water vapor from remote sensing data,
according to recent studies. The various techniques
used to extract the water vapor characteristic from the
atmosphere are thermal infrared, hyperspectral, near-
infrared, and microwave. The split-window covariance-
variance ratio approach was used by Liu et al.[7] and
Labbi et al.[5] for determining the water vapor. It is
possible to compute this water vapor characteristic by
applying the split-window covariance-variance ratio
approach. Equation (8) and (9) demonstrates how water
vaper characteristics are computed.

Water vapour = a+b e Ti/Tj

isothermal surfaces. Conversely, natural surfaces that (8)

are visible from space are usually diverse, particularly in

cases when spatial resolution is constrained. Estimating

the isothermal pixel from low spatial resolution photos

is challenging. 9)

Table 1 Features gathered from 20 distinct Landsat datasets

Input Data Intensity Reflectance LST (K) TOA NDVI Water vapour
Brightness (g/cm?)
Temperature
(K)

T1 177 0.644 363 339 0.198 1.783
T2 168 0.721 362 346 0.236 1.704
T3 128 0.334 269 257 0.336 2.841
T4 179 0.637 375 392 0.167 1.362
T5 135 0.315 263 267 0.289 2.169
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T6 162 0.678 360 359 0.168 1.171
T7 156 0.336 218 228 0.348 3.911
T8 148 0.253 177 176 0.37 4.083
T9 167 0.347 241 240 0.278 3.221
T10 183 0.739 327 327 0.223 1.974
T11 138 0.672 353 349 0.186 1.687
T12 149 0.329 284 282 0.332 2.248
T13 119 0.424 295 291 0.328 2.331
T14 129 0.332 245 242 0.322 3.469
T15 144 0.639 357 364 0.148 1.14
T16 143 0.249 183 187 0.383 4.046
T17 170 0.362 237 240 0.254 3.177
T18 178 0.724 338 336 0.217 1.982
T19 123 0.32 273 269 0.327 2.316
T20 136 0.664 349 346 0.176 1.674

The numerous features that were taken from distinct
Landsat sceneries are displayed in Table 1. The forest
fire can be located with the use of gathered features.

Threshold based Approach

Using the features that were retrieved, the forest fire
region can be located in this phase. The two distinct
methods used in the statistical technique to determine
the forest fire region are change detection and threshold
limit. There are a lot of false alarms generated by
threshold approaches. The change detection approach
suggests that abrupt changes in day and nighttime
temperatures could occur. A predetermined threshold
value is utilized in threshold-based detection to forecast
the fire region. However, it is not possible to set the
threshold value for different geographic areas. For
distinct fire regions, one can alter the temperature,
water vapor, intensity, reflectance, and NDVI values.
In order to accurately predict the zone of a forest fire,
changes in the features are identified. This will increase
the accuracy of detecting forest fires and decrease false
alarms. The past samples for that specific region were
gathered, and the features had to be examined, in order
to determine the forest fire region.

The different features in this suggested methodology are
intensity, spectral radiance, Land Surface Emissivity,
NDVI, TOA temperature, Land Surface temperature,
and water vapour. The dataset obtained may also be used
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to calculate variations at different times. A fire region
develops when the variation in land surface temperature
rises above a predetermined threshold and temperature
value and is calculated using equation (10).

ATIst = TIst h Tlst’ (10)

where AT denotes the temperature variance and TLST
and TLST’ stand for the current and historical land
surface temperatures for that particular region. In case
the temperature meets the specified limitations, the pixel
might be classified as a hot spot using the equation (11).

(11)

Similarly, one can estimate the values of water vapor,
reflectance, NDVI, and variation intensity.

Table 2. Actual temperature at various time intervals

Dataset T o T T, T,
T1 363 350 351 339
T2 362 347 346 332
T3 269 266 257 253
T4 375 368 392 378
T5 263 260 267 265
T6 360 343 359 343
T7 218 217 228 224
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The variance and the actual temperature values

T8 177 175 176 173 , , | ter '
To a1 238 220 234 are dlsplayeq in Table 2. To identify the fire pixel,
10 7 5 327 A fluctuations in reflectance, NDVI, water vapor, and

other characteristics’ intensities are also noted. This

T 353 339 349 332 statistical method uses a fixed threshold and accounts
T12 284 273 282 271 for feature variation to identify fire pixels. The proposed
T13 295 289 291 286 approach will be applied to differentiate pixels that are
T14 245 238 242 236 on fire from those that are not.
T15 357 335 364 343 You can obtain the original datasets from the USGS
T16 183 179 187 183 website. The gathered datasets undergo preprocessing
T17 237 234 240 232 and are divided into segments in order to extract features.
T18 338 332 336 331 Following segmentation, the sea area is determined, and
T19 73 267 269 264 the remaining regions are used to extract features.
T20 349 328 346 329

Table 3 Downloaded, preprocessed and segmented dataset

Input Downloaded Preprocessed Segmented

T1
T2
T3

www.isteonline.in \ol. 47 No.2

April - June, 2024



Threshold based Forest Fire Detection in Utharkhand Region Chanthiya, et al

T4

T5

T6

The pre-processed, segmented, and original dataset that was gathered from various regions are displayed in Table
3.5 above.

Figure. 3 Fire Detected area
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The red pixels in Figure 3 represent fire. Every pixel has
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a dimension of 30 by 30. This suggested method lowers (12)

the rate of missed pixels and false alarms. The following

equation presents three distinct measurements that

are used to quantify the proposed methodology with (13)

human segmentation. Equation (12)-(14) specifies the

computation of recall, precision and accuracy measure. (14)

Table 4 Performance measures of various fire detection algorithms

Dataset Proposed Work Existing Work 1 Existing Work 2
Recall | Precision | Accuracy | Recall | Precision | Accuracy | Recall | Precision | Accuracy
T1 97.8 98.25 98 97.05 98 97.85 96.26 97.37 97.05
T2 98.22 96.13 98.7 98.13 96.05 98.47 97.77 95.62 97.53
T3 96.75 94.17 98.17 96.72 93.77 98.04 96.11 92 97.47
T4 98.82 99 98.61 98.51 98.84 98.42 98.16 97.53 97.77
T5 96.93 97.67 98.71 96.81 97.33 98.59 96.45 96.71 98.16
T6 98.01 96.2 98.73 97.89 96.15 98.51 97.57 95.65 98.15
T7 99.14 99.39 99.64 99.01 99.29 98.42 98.47 98.27 97.8
T8 97.67 98.66 98.22 97.24 98.44 98.05 97 97.44 97.37
T9 98.22 97.53 98.35 98.15 97.26 98.06 97.74 96.56 97.45
T10 97.33 98.79 98.77 97.04 98.63 98.65 96.66 98.13 98.11
Ti1 98.66 98.17 98.55 98.41 98.06 98.37 98 97.47 97.15
T12 99.2 99.03 99.33 99.07 98.89 99.2 98.26 98.2 98.24
T13 98.16 98.19 98.75 97.94 98.05 98.57 97.42 97.51 98.06
T14 96.89 98.11 98.2 96.8 97.99 98.15 96.26 97.69 97.45
T15 98.6 98.04 98.6 98.44 97.9 98.51 97.67 97.52 97.51
T16 96.14 97.71 98.33 96.05 97.62 98.16 95.56 97.14 97.37
T17 98.52 98.2 99.4 98.47 98.14 99.31 98.22 97.8 98.64
T18 99.06 99.41 99.17 99.03 99.35 97.99 98.15 98.66 97.37
T19 98.09 98.65 98.77 98.06 98.47 98.4 97.24 97.87 97.67
T20 9591 98.72 99.2 95.87 98.47 98.77 94.17 97.71 96.91
Overall 97.91 98 98.71 97.73 97.84 98.42 97.16 97.14 97.66

Table 4 displays the results of the performance metrics
over 20 distinct datasets. The performance metrics
of different fire detection algorithms are displayed in
Table 4. The suggested strategy is intended to increase
accuracy, with average recall of 98.03 percent, average
precision of 98.12%, and average accuracy of 98.83%.
Figure 4 displays the performance metrics of different

fire detection methods.
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Figure. 4 Evaluation metrics for different fire detecting

algorithms



Comparing the suggested approach to several fire
detection algorithms, it is evident from Figure 4 that
it is effective in identifying forest fires.The suggested
approach to detecting forest fires based on temperature
and reflectance threshold values is contrasted with
two cutting-edge techniques, SFIDE and Hot Target

Detection Algorithm(HTDA), in Table 5.Figure
5demonstrates that comparison of the performance
metrics of proposed work with existing two state-of-
the art methods in terms of F1 score and Commission
error. The F1 score is the balanced average of recall
and precision, where recall is the capacity to locate all
positive instances and precision is the correctness of
the positive predictions. Recall determines the forecast
of all true flames, whereas precision determines the
accuracy of the accurately identified fires among all
detected fires. False positives and false negatives are
balanced by the F1 score. When there is an imbalance
in the class distribution, such as when detecting forest
fires, the F1 measure is employed. False positives, or
situations in which a non-fire incident is mistakenly
categorized as a fire, are referred to as commission
errors. It measures the rate of false alerts directly. It
is essential for detecting forest fires since false alarms
might result in needless expenditure and resource
deployment. Figure 5 in comparison to state-of-the-
art methods, which yield 97.35% F1 score with 7.32%
commission error and 97.87% F1 score with 8.65%
commission error, respectively, it demonstrates that the
proposed work has an average F1 score of 98.23% with
a commission error of 5.38. This demonstrates how the
proposed work strikes a compromise between fewer
false alarms and false positives and negatives.

Table 5: Comparison based on F1-Score and Commission
Errors

Methods F1-Score (%) Commission
Error (%)
Proposed Work 98.23 5.38
SIFDE 97.35 7.32
HTDA 97.87 8.65

www.isteonline.in \ol. 47 No.2

April - June, 2024

Chanthiya, et al

80
40
20
0 -— || |

SIFDE

Percentage
=3
(=]

Propozed Work HTDA

BEF1-3core (%) W Commission Error (%)
Figure 5 Comparison chart based on F1-Score and
Commission Errors

CONCLUSION

This study suggests utilizing statistical methods to
monitor and identify forest fires using Landsat imagery.
When compared to other existing algorithms, the
statistically based approach that has been developed
produces superior accuracy and a lower false rate. The
outcome reveals that the accuracy average over 20
datasets is 98.71%. A method for optimization can also
be employed to boost fire detection performance in the
future.
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ABSTRACT

In the contemporary digital landscape, the healthcare sector is profoundly impacted by information technology,
with an expansive array of sources for the creation and access of patient health data. The imperative of secure data
management cannot be overstated. Among cutting-edge technologies, blockchain emerges as a transformative
solution for ensuring the secure storage of data. In recent research endeavours, the authors have introduced a smart
contract designed to proficiently store and manage patients’ medical records. This smart contract encompasses
functionalities to initiate a new record, authorize a newly generated record, and retrieve information from
the records. The implementation of this smart contract was carried out and rigorously tested on the Ethereum
Blockchain framework. The current research aims to shed light on the pivotal role played by blockchain technology,
particularly within the Ethereum framework, in ensuring the security and integrity of record keeping in healthcare.
The focus is on demonstrating how blockchain can significantly enhance the confidentiality and reliability of
patient medical records, showcasing its potential as a robust solution for maintaining sensitive health data in a
secure and decentralized manner.

KEYWORDS : Blockchain security, Confidentiality in healthcare, Ethereum framework, Ganache, MetaMask,
Smart contract, Patient record management.

INTRODUCTION

lockchain has evolved as a disruptive technology
which has penetrated almost all the sectors such as
banking, insurance, finance, education, manufacturing,
supplychain, agriculture, real estate to name a few
and healthcare is not an exception[l, 2]. Ethereum
has emerged as a leading blockchain development

developers to deploy and run code on the Ethereum
blockchain. This not only facilitates the automation of
complex processes but also ensures transparency and
security through the decentralized nature of blockchain
technology[3, 4]. By incorporating the EVM, Ethereum
has established itself as a comprehensive and versatile
platform for creating decentralized applications

platform, gaining widespread acceptance due to its
innovative features. At the forefront of its contributions
is the introduction of smart contracts, a groundbreaking
concept that entails a set of instructions dictating the
flow of business operations within the blockchain
network. What sets Ethereum apart is its utilization
of the Ethereum Virtual Machine (EVM), a virtual
computing environment specifically designed to
execute and validate smart contracts. The EVM acts
as a decentralized runtime environment, enabling
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(DApps) that extend beyond simple transactions. It has
catalyzed a paradigm shift in how various industries
approach digital processes, offering a robust foundation
for the development of sophisticated applications that
can revolutionize sectors such as finance, supply chain,
and more. In essence, Ethereum’s innovative use of
smart contracts and the Ethereum Virtual Machine has
positioned it as a pioneer, opening up new possibilities
for decentralized, transparent, and secure applications
across a spectrum of industries. Its impact extends
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far beyond being a mere cryptocurrency platform,
showcasing the transformative potential of blockchain
technology.

Transitioning from a traditional development platform
to a blockchain platform represents a paradigm shift for
all stakeholders, including developers, testers, and end-
users. This process necessitates a significant change in
developers’ mindset, requiring optimization of code (as
transacting data on the blockchain involves incurring
costs denominated in ETH), adjusting approaches to
application deployment, and redefining interactions
with the application. Shifting to a blockchain platform
from a traditional one essentially entails moving from a
centralized to a decentralized system, from an untrusted
to a trusted system, from an insecure to a secure system,
and fromanon-reliable to areliable system. Collectively,
these transformations offer an ideal platform for the
healthcare domain.

Few advantages offered by decentralized peer-to-peer
system in the healthcare section are enumerated below:

»  Accessibility and Inclusivity

*  Cost-Efficiency

e Redundancy and Reliability

e Scalability

»  Customization and Personalization

e Collaboration and Community Building
e Security and Privacy

Relative Comparison of Traditional Application
Architecture  and Blockchain  Application
Architecture

Blockchain applications present a paradigm shift from
traditional centralized systems, adopting decentralized
infrastructure, distributed ledgers, and smart contracts.
They leverage consensus algorithms, cryptography, and
shared ownership for enhanced security and resilience,
although scalability remains a prime consideration.
Table 1 presents the relative comparison between
the traditional application and the corresponding
blockchain-based application.
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Table 1. Traditional Application Vs. Blockchain
Application
Aspect Traditional Blockchain
Application Application
Infrastructure | Centralized server- | Decentralized
hosted infrastructure | peer-to-peer
network
Data Storage | Centralized Decentralized
databases with distributed ledger
predefined schemas | (Blockchain)
Application Centralized server | Smart contracts
Logic executes business deployed on the
logic blockchain which
is replicated on
each peer
Data Access Client-server model | Peer-to-peer
network
communication
Consensus Not applicable Consensus
Mechanism (Relies on algorithms
centralized (Proof of Work/
authority) Stake, Proof of
Authority etc.)
Security Relies on server- Cryptography-

side security based security,

measures decentralization,
immutability
Transaction Centralized Distributed
Handling processing and immutable
transaction
records
Ownership/ Controlled by Shared ownership
Control central authority and control
among network
participants
Redundancy Limited redundancy | High redundancy
due to distributed
ledger and nodes
Scalability Scalability Scalability

concerns but
potential for
improved scaling

challenges with
increased load

Blockchain Challenges and Proposed Solutions.

The challenges outlined in Table 2 encompass various
facets of deploying on the blockchain, from deployment
costs and infrastructure setup to scalability issues and



Unleashing the Potential of Ethereum Blockchain for Secure

user acceptance. Each challenge necessitates specific
solutions, such as code optimization, partial deployment
on IPFS, corporate test networks, layer 2 architecture,
and the adoption of user-friendly technologies like
React.js or Angular.js. Addressing these challenges
collectively contributes to a more robust and accessible
blockchain implementation.

Table 2. Blockchain Challenges and Proposed Solutions

Aspect Challenge Solution
Proposed
Deployment Deploying data and Code Optimization
Cost smart contract on .
Blockchain incurs cost Partial
in terms of Ethers Deployment on
IPFS server
Infrastructure | Mainnet demands Implementation
Setup real ETH which is of corporate
extremely costly. test network
Public networks grant Ei;]rgecjﬁ:;' (Go
limited fake ETH
(faucet) Implementing
institute level
crypto currency
(does not bear any
relevance in the
public domain)
Scalability As no of nodes Resorting to layer
increase mining the 2 architecture.
block and execution
of transactions
exponentially
increases.
Ul and UX Designing user- Using React.js
friendly Ul and UX or Angular.js as
presentation tier
technologies for
designing Ul.
End User Customer base does Upskilling the
Acceptance not bear adequate users by providing
skills to operate the adequate training
system. in using MetaMask
and authentication
using Ethereum
addresses as
credentials
instead of a pair
of username and
password.,
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Comparison Between Existing and Proposed
Techniques

Existing healthcare data management systems typically
rely on centralized databases, which are vulnerable
to cyberattacks, data breaches, and single points of
failure, often resulting in compromised data integrity
and availability. In contrast, blockchain-based systems
enhance security through advanced cryptographic
techniques, ensure data integrity with immutable
records, validate transactions via decentralized
consensus mechanisms, and maintain continuous data
access through a distributed architecture. These features
collectively offer superior reliability, transparency,
and patient control over data compared to traditional
centralized methods which are vital to the healthcare
system.

LITERATURE REVIEW

The authors extensively referenced reputable journal
articles to evaluate the potential of the Ethereum
blockchain framework. In his white paper, Buterin [6]
concluded by highlighting numerous advanced features
of the Ethereum blockchain that hold applicability across
diverse verticals. According to Buterin, the Ethereum
protocol extends beyond being merely a currency; it
possesses the capability to be employed across various
domains. Specifically, the authors believe that Ethereum
protocols can be effectively utilized for decentralized
file storage, fostering transparency among peers.

In a study by Ashizawa et al. [5], a unique analysis
tool named Eth2Vec was introduced for investigating
vulnerabilities. Eth2Vec utilizes Natural Language
Processing based on Neural Networks, providing a
novel approach to vulnerability assessment in the
Ethereum blockchain.

Laneve and Coen [8] elucidated strategies for smart
contract balance updates post digital transactions. Their
article provides insights into parameters influencing
the balance of smart contracts, offering valuable
information on maintaining transactional equilibrium.

In the work of Yu et al. [9], a reliable clustering scheme
for Ethereum transactions was proposed. The authors
introduced a methodology involving the deployment of
a probe to connect to specific nearby nodes, creating a
fixed-dimensional representation for each transaction.



Additionally, they trained a classifier to recognize
homologous transaction pairings by examining the
network features of these transactions.

Addressing the considerations for adopting a blockchain
initiative, Lewis Laidin et al. [10] delved into various
parameters. Their comprehensive discussion covered
aspects such as Blockchain data audit, scalability,
societal elements, regulation, governance, security,
privacy, market need, feasibility, and implementation.
This framework provided a thorough understanding
of the multifaceted considerations essential before
embarking on a blockchain initiative.

Research Gaps

Theresearch gaps or areas requiring further investigation

in blockchain-integrated systems for educational
settings include:

e Scalability and Usability issues

* Privacy and Security in Local Blockchain

Approaches
e Interoperability Issues
Research Methodology

Research Obijectives

The present study concentrated on achieving the
following objectives to create an Ethereum smart
contract with a comprehensive set of functionalities,
including:

e Secure storage of patient records to ensure
confidentiality and integrity.

e Implementation of role-based access controls to
govern the creation, signing, and reading of records,
thereby maintaining strict authorization protocols.

* Integration of cryptographic mechanisms to
enhance the security of patient data.

* Establishment of an efficient and transparent
workflow for managing patient records within the
blockchain.

»  Exploration of gas optimization techniques to
enhance the cost-effectiveness of smart contract
execution.
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e Implementation of audit trails to track and
verify changes made to patient records, ensuring
transparency and accountability in the system.

* Research on potential scalability solutions within
the Ethereum ecosystem for accommodating a
growing volume of patient records.

Phases of Research Work

The research was carried out in the following phases.
These phases collectively form a systematic approach
to adopting blockchain for securing patient records,
ensuring that each step is carefully executed to achieve
a robust and reliable solution.

Phase 1:
Blockchain

In this initial phase, researchers explored the
fundamental properties of blockchain technology.
This involves a comprehensive examination of the
decentralized and distributed nature of blockchain, its
immutability, consensus mechanisms, cryptographic
principles, and the overall architecture. The objective is
to lay a robust groundwork of understanding regarding
the fundamental operations of blockchain. This is
essential as the application is constructed on top of
existing blockchain technology.

Investigation of inherent Properties of

Phase 2: Suitability of Blockchain to secure patient
record management

Having built on the understanding gained in the first
phase, the focus shifted to assessing whether blockchain
is a suitable technology for securing patient records.
This involved analyzing the specific requirements
of managing healthcare data, such as confidentiality,
integrity, accessibility, and traceability. Considerations
included the potential advantages of decentralization
and cryptographic security in protecting sensitive
patient information.

Phase 3: Feasibility Study

Once it was determined that blockchain is potentially
suitable for securing patient records, a feasibility study
was conducted. This phase involved evaluating the
practicality and viability of implementing a blockchain
solution in the healthcare context. Factors such as
cost, technical feasibility, regulatory compliance, and
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interoperability with existing systems were carefully
examined. The goal was to identify any challenges or
obstacles that might arise during the implementation
process.

Phase 4: Model Design

With the feasibility study having provided a positive
outlook, the model design phase commenced. In
this stage, the researchers created a detailed plan for
the implementation of the blockchain solution. This
involved designing the data structure, defining smart
contracts, specifying consensus mechanisms, and
outlining the overall architecture of the system. The
design was meticulously crafted to align with the specific
requirements identified in the suitability assessment.

Different models were proposed based on the level of
complexity and cost as prime parameters. These models
aimed to offer various options tailored to different

Naik, et al

requirements, taking into consideration the intricacy of
the system and the financial resources available. The
proposals were designed to provide flexibility, allowing
stakeholders to choose a model that best aligns with
their specific needs, whether prioritizing a streamlined,
cost-effective solution or a more intricate and feature-
rich implementation.

A total of six models have been proposed, taking into
consideration both technical competency and cost
considerations. Each model is tailored to different
proficiency levels and resource requirements, ensuring
a comprehensive range of options that balance technical
expertise with financial considerations. Table 3. provides
an overview of each model’s competency level, required
skills, development, testing, and deployment platforms,
libraries, front-end technologies, and the associated
cryptocurrencies.

Table 3. Relative Comparison Between Different Blockchain Cost Models

Model | Competency | Skills Required | Development Testing | Deployment | Libraries | Front End Crypto
Level Platform Platform Platform Currency
1 Basic Blockchain, Remix IDE | Remix IDE | Ethereum ETH
Solidity, Remix Virtual
IDE Machine
2 Basic Blockchain, Remix IDE | Remix IDE | Ganache, ETH
Solidity, Remix MetaMask
IDE, Ganache,
MetaMask
3 Basic Blockchain, Hardhat / Mocha / Ganache, ETH
Solidity, Ganache, Truffle Hardhat MetaMask
MetaMask, Walffle
Hardhat, Truffle,
Mocha
4 Intermediate Blockchain, Hardhat / Mocha / Injected Goerli ETH,
Solidity, Remix Truffle Hardhat Web Using Linea Goerli
IDE, Ganache, Waffle MetaMask, ETH
MetaMask, Public Test
Hardhat, Truffle, Networks
Mocha, Infura/ (Goerli,
Alchemy Linea
Goerli) ),
Infura /
Alchemy
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Hardhat /
Truffle

5 Advanced Blockchain,
Solidity, Remix
IDE, Ganache,

MetaMask,

Hardhat, Truffle,
Mocha, Infura/
Alchemy, web3.

js, React.js

Mocha /

Goerli
ETH, Linea
GoerliETH

Web3.js /
Ether.js

React.js /
Hardhat Angular.js

Walffle

Hardhat /
Truffle

6 Advanced Blockchain,
Solidity, Remix
IDE, Ganache,

MetaMask,

Hardhat, Truffle,
Mocha, Infura/
Alchemy, web3.

js, React.js, Geth

Mocha /

Custom
Crypto
Currency

Private
Corporate
Test
Network
(Geth),

Web3.js /
Ether.js

React.js /
Hardhat Angular.js

Waftle

Phase 5: Model Implementation

After the model was designed and thoroughly reviewed,
the actual implementation of the blockchain solution
began. This phase involved coding the smart contracts,
configuring the nodes in the network, and integrating
the blockchain system with existing healthcare
infrastructure. Attention was given to ensuring that the
implementation aligned with the design and met the
identified requirements for securing patient records.

Phase 6: Model Testing

Once the implementation was complete, rigorous
testing was conducted to verify the functionality,
security, and performance of the blockchain-based
patient record management system. This included unit
testing, integration testing, and simulation of real-world
scenarios to identify and address any potential issues.
Testing ensured that the system operated as intended,
effectively secured patient records, and was ready for
deployment in a healthcare environment.

System Design
Layered Software Architecture

The extended layer architecture of blockchain
technology encompasses multiple layers beyond the
foundational blockchain layer as depicted in Fig.
1 These include the networking layer for efficient
communication, consensus layer managing agreement
mechanisms, a smart contract layer for executing
coded contracts, a privacy layer ensuring transaction
confidentiality, a scaling layer addressing scalability
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concerns, and an interoperability layer facilitating
communication between different blockchain networks.
This multi-layered approach aims to optimize various
functionalities and enhance the overall flexibility and
scalability of blockchain systems.

Fig. 1. Extended Multi-tier Blockchain Architecture

Blockchain Tools Employed During the System
Implementation

The different tools employed during the system
implementation are depicted in Table 4.These tools
collectively support various aspects of the blockchain
development lifecycle, from coding and testing to
deployment and user interaction.
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Table 4. Blockchain Tools Employed in the System
Implementation

Tool

Purpose

Remix IDE

Web-based integrated development
environment (IDE) for smart contract
development and testing on the
Ethereum blockchain.

Ganache

Personal blockchain emulator that
allows local development and testing
of Ethereum-based applications without
the need for a live network.

MetaMask

Browser extension wallet that enables
users to interact with Ethereum-based
decentralized applications (DApps)
directly from their web browser.

Truffle

Development framework that simplifies
the process of building, testing, and
deploying  Ethereum-based  smart
contracts and applications.

Mocha

JavaScript testing framework used for
testing smart contracts and ensuring
their functionality and reliability.

Linea Goerli

Testnet in the Ethereum ecosystem,
providing a simulated environment for
developers to deploy and test smart
contracts without using real Ether.

Infura

Scalable and reliable Ethereum node
infrastructure that allows developers
to connect to the Ethereum network
without running their own node.

web3.js

JavaScript library that provides a
convenient interface for interacting
with Ethereum smart contracts and the
Ethereum blockchain.

React.js

JavaScript library for building user
interfaces. Often used in the context
of blockchain development to create
front-end interfaces for decentralized
applications (DAppS).

Pinata
Service

Cloud

Cloud service for IPFS (InterPlanetary
File System) that allows users to
easily store and retrieve data on the
decentralized web, often used for file
storage.

Sequential System Workflow

Fig. 2 illustrates the sequence of tasks initiated at the
onset of the system implementation process.
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Fig. 2. Sequential System Workflow in Decentralized
Application

System Validations

The following validations underscore the role-based
access control and validation mechanisms that maintain
the system’s security, trustworthiness, and privacy
standards.

Exclusive Admin Privilege: The creation of
doctor and lab technician accounts is a privilege
reserved exclusively for the hospital administrator,
ensuring controlled access to the system’s medical
professionals.

Patient Record Authorization: Only registered
patients are granted the ability to create and have
their medical records added to the blockchain,
enhancing security and data authenticity.

Doctor’s Signature Authority: The power to
sign medical records is vested solely in doctors,
reinforcing the integrity and credibility of the
patient’s healthcare data.

Lab Report Authorization: Only authorized lab
technicians are permitted to upload medical
reports, guaranteeing that only qualified personnel
contribute essential data to the system.

Selective Blockchain Entry: Blocks containing
signed medical records are the sole entries permitted
onto the blockchain, preserving the sanctity of the
distributed ledger.

Patient-Exclusive Access: Patients are granted
access to view their individual medical records
exclusively, respecting privacy and confidentiality.

Doctor-Exclusive Report Access: The ability to
access and review lab reports is limited to doctors,
ensuring that only healthcare professionals can

access sensitive diagnostic data.
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SYSTEM IMPLEMENTATION

The current research portrays the development and
testing of the Ethereum smart contract which is further
divided into the following sections:

Section [ — Outlining the Structure of a Smart Contract

Section II — Developing and Deploying the Ethereum
Smart Contract

Section III — Testing HealthCare smart contract

Outline of Smart Contract Structure: In this section, the
authors offer a comprehensive overview of the structural
design employed in the smart contract.

Creation and Deployment of the Ethereum Smart
Contract: This section details the process of developing
and deploying the Ethereum smart contract, which was
executed on various testing platforms.

Evaluation of the Healthcare Smart Contract: Within
this section, the comprehensive testing and assessment
of the healthcare-focused smart contract are provided.

Outlining the Structure of Smart Contract

In contemporary research, the development process
leverages the Remix Online Integrated Development
Environment (IDE). The smart contract is meticulously
crafted within the Ethereum framework, utilizing
the Solidity language. Solidity, distinguished as a
high-level, object-oriented programming language,
is expressly tailored for the purpose of developing
Ethereum smart contracts.

A smart contract named ‘HealthCare’ manages patient
records, encompassing the fields outlined in Table 5.

Table 5. Healthcare Record Structure

Field Name Data Type

ID uint256

price uint256

signaturecount uint256
testname string
Date string

pAddr Address
hospitalname String
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Fig. 3 depicts the structure of HealthCare smart contract.

Fig. 3. Structure of HealthCare Smart Contract

This patient record structure encompasses essential
information related to a patient’s medical history,
including identification, financial aspects, medical tests,
dates, and healthcare providers. It can be used within a
smart contract on the Ethereum blockchain to securely
and transparently manage patient records.

Developing and Deploying the Ethereum Smart
Contract

During the development of a healthcare smart contract,
the following methods are employed to achieve the
intended objectives.

1. newRecord () — This method generates a new
record to be incorporated into the blockchain.

2. signRecord () — This method is employed to sign
the recently generated record.

3. _records () — This method is utilized to retrieve
health records, and access is restricted to the record
owner. If any other node attempts to access the
record, a null record will be retrieved.

4. signOnly () — This employs a specialized type of
Solidity method known as a modifier, designed to
alter the behavior of other functions. It verifies a
specific condition before permitting the execution
of a function. Within the HealthCare contract, the
signOnly modifier is applied to ensure that record
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signing is exclusively permitted by lab_admin or
hospital_admin. Upon signing, the authenticated
record block is added to the blockchain, establishing
a permanent and immutable record. If any other
node attempts to sign the record without sufficient
balance, the record signing process will not be
initiated. Fig. 4 depicts the design of smart contract
in Solidity in Remix IDE.

Fig. 4. Design and Development of Solidity Smart Contract

In the initial phases of research Ganache was selected
as a deployment environment which is the personalized
blockchain employing Proof of Authority (PoA) as its
consensus algorithm [7]. Fig. 5 demonstrates selection
of Ganache provider as the deployment environment
inRemix IDE.

Fig. 5.Deployment of Smart Contract on Ganache
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The Remix IDE offers support for various deployment
environments, including but not limited to Remix
VM (London), Remix VM (Berlin), Injected Provider
(MetaMask), Hardhat Provider, Ganache Provider,
Foundry Provider, etc. For the present research, the
authors have opted for the Ganache Provider to deploy
the health smart contract. Prior to selecting Ganache
as the deployment environment, it should be actively
running in the background.

Ganache serves as a private Ethereum blockchain
environment, facilitating the emulation of the Ethereum
blockchain. This emulation enables individuals to
interact with smart contracts in a controlled and private
setting. Functioning as a local host blockchain, Ganache
provides a platform for the development and testing of
blockchain applications directly on a personal computer
(Ganache-Truffle Suite etc.).

Ganache operates in two versions: a CLI version that
listens to incoming requests across port 8545 and a
GUI version that listens to incoming requests across
port 7545. The default URL for Ganache CLI is
http://127.0.0.1:8545. However, in the researcher’s
case, aiming to connect with Ganache GUI, the port is
modified to http://127.0.0.1:7545 as shown in Fig. 6.

Fig. 6. Changing the Default Ganache Port in Remix IDE

Upon choosing ‘Ganache Provider’ as the deployment
environment, the Remix IDE automatically populates
its account list with all the accounts present in Ganache
as demonstrated in Fig. 7.
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Fig. 7. Ganache Account List in Remix IDE

In the present study, four addresses have been
specifically chosen from the Ganache accounts to serve
as the addresses for the Hospital Admin, Lab Admin,
Patientl, and Patient2 which are listed in Table 6.

Table 6. Address Selection for network nodes

Network Node Address

Lab admin 0x6E792h25428Bf0ecf80275Ca8224f
9bbd996eb17

Hospital admin 0x6FF76950DCd9dD5AbC3db8f
2056 9E3E913416d8E

Patientl 0x9c1A0D99fBd032fCcc15225f0022
91417cA58966

Patient2 0x4584¢236912240dCc9c84cF8f2ch
78d542799f8¢c

Fig. 8. Overview of Ganache Accounts
Balance of Peer Nodes

The default ETH balance for all network nodes
in Ganache is set to 100 ETH. However, post the
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deployment of the smart contract, the scenario undergoes
modification due to the modifier function embedded in
the smart contract. Specifically, the node acting as the
Hospital Admin, responsible for deploying contracts in
the blockchain network, will receive a balance of 100
ETH. On the other hand, the remaining nodes (Patient
nodes) on which the smart contract is deployed will
have a balance of 0 ETH. This setup introduces the
concept of Meta transactions, also known as Gasless
transactions. These transactions operate without
incurring any processing fees.

As per the development strategies outlined for the
‘HealthCare’ smart contract, the creation and signing
methods necessitate gas fees for successful execution.
In contrast, the read method does not incur any gas fees,
classifying it as a gasless transaction or meta transaction.

As patient nodes possess a balance of 0 ETH, they can
execute the read only methods as shown in Fig. 9 since
writing any data to blockchain incurs some cost.

Fig. 9. Ether Balance of Peer Nodes of Different Stake
Holders

Testing HealthCare smart contract

Upon the successful deployment of the smart
contract, the testing phase involves evaluating various
functionalities using the following test cases:

Test Case 1: Patient can’t sign the record

Due to the requirement for gas fees, the Patient node
is unable to create and sign new records as it lacks the
necessary balance for these transactions. The patient
neither has the authority nor the sufficient ETH balance
for creating and signing the transaction. The authority
has been delegated to the users in lab admin and doctor
role. Fig. 10 executes the test case and any attempt
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to sign the record by the patient results in the error
displayed in Fig. 11.

Fig. 10. Patient Attempting to Create a New Record

Fig. 11. Failure in Record Signing from Patient Node Due
to Insufficient Balance

Test Case 2: Lab Admin can create and only doctor can
sign the record

The creation and signing of records must adhere to the
following conditions:

1. The deployment of the smart contract should be
carried out by Hospital admin node.

2. Only the Lab admin node, possessing an adequate
ETH balance, can execute the create record method
successfully.

3. Only doctor can sign the record

4. Only lab technician can upload the reports on IPFS
Server.

5. Only doctor can view the reports.
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Fig. 12 depicts successful generation and signing of a
new patient record by Lab Admin and Doctor Nodes.

Fig. 12. Successful Generation and Signing of a New
Record by Lab Administrator and Doctor Nodes

Test Case 3: Patient tries to read other patients record

The ‘HealthCare’ smart contract incorporates measures
to prevent unauthorized access, ensuring that no patient
can retrieve medical records belonging to other patients.
It a patient attempts to access such records by providing
apatient ID, the smart contract will respond by returning
no record. Fig 13. demonstrates the execution of the test
case where the Patient2 attempts to access the record of
Patientl. The data is not accessible and is nullified as
demonstrated.
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Fig. 13. Patient2 Attempts to Access the Record of Patientl

In this scenario, when Patient2 attempts to read the
record of Patient] by providing Patient1’s ID, the smart
contract detects unauthorized access and returns no
record.

Test Case 4: Patient tries to read own medical record

In adherence to the ‘HealthCare’ smart contract, patients

RESULT AND DISCUSSION

Naik, et al

are granted permission to read only their own medical
records and are restricted from accessing records
of other patients. As shown in Fig. 14 no patient is
deprived of his own data in adherence to the principles
of data security and has a read-only access to his own
healthcare record.

Fig. 14. Patient2 Attempting to Access his own Health
Record

Table 7 provides the consolidated results of the aforementioned Test Cases.

Table 7. Role-based access privileges to the users

Role of the Users Access Privileges
Deploy Create new Upload the Sign the record | Read and share
Healthcare record Reports on IPFS other user’s
Contract Server records with a
Patient ID
Hospital Admin Yes No No No No
Doctor No No No Yes Yes
Lab Admin No Yes Yes No No
Patient No No No No Can Access only
his record

Table 7 outlines the principal discoveries of the study,
emphasizing that users cannot gain access to or share
records of other users solely by providing a Patient ID.
Furthermore, it indicates that patients lack the ability
to create and authenticate new records, a privilege
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reserved for authorized nodes like Lab administrators
and Doctors.

In the next phase of the research, Linea Goerli was
employed as a public test network for testing the
smart contract. 0.5 LineaETH was procured to execute
different transactions as depicted in Fig. 15.
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Fig 15. Configuration of Linea Goerli Network in
MetaMask

Fig. 16. depicts the deployment of healthcare contract
on Linea Goerli network.

Fig. 16. Deployment of Healthcare Smart Contract on
Linea Goerli Network

Fig. 17(a) and 17(b) demonstrate the contract deployed
on Linea Goerli public test network using etherscan, a
blockchain explorer and analytics platform specifically
designed for the Ethereum blockchain. Etherscan
provides specifically designed for the Ethereum
blockchain.
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Fig. 17(a) — 17(b). Using Etherscan to View the Healthcare
Contract Deployed on Linea Goerli Public Test Network

CONCLUSION AND SCOPE FOR
FUTURE WORK

The Ethereum blockchain framework stands as an
effective solution for secure record management within
the healthcare domain. Leveraging the inherent features
and functionalities of Ethereum, developers can craft
customized systems tailored to specific application
requirements. Blockchain-based healthcare systems
offer a significant advancement over traditional methods
by leveraging the unique attributes of blockchain
technology. These systems enhance security, integrity,
validity, verifiability, and proof of ownership, which
are critical in handling sensitive healthcare data. The
decentralized nature of blockchain ensures that data
is not stored on a single server but distributed across
multiple nodes, eliminating the risks associated with
a single point of failure and making it more resilient
against data breaches and hacking attempts. Blockchain-
based healthcare systems offer several key advantages,
advanced cryptographic security ensures patient
records are confidential and protected from cyber
threats, while immutability maintains data integrity
by preventing alterations or deletions. Consensus
mechanisms validate transactions without a central
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authority, enhancing reliability and eliminating single
points of failure. The transparent and auditable ledger
facilitates compliance and trust, and digital ownership
via cryptographic keys secures patient consent and data
sharing. Further, the distributed architecture ensures
redundancy and continuous access to patient records,
improving overall system reliability. It is imperative,
however, to conduct a thorough feasibility assessment
based on diverse parameters before embarking on any
blockchain application.

FUTURE SCOPE

The potential applications of the Ethereum blockchain
in healthcare extend beyond secure record management.
Future endeavors could explore advancements in
interoperability with existing healthcare systems,
enhanced data privacy measures, and the integration
of emerging technologies like artificial intelligence and
IoT. Additionally, ongoing research and development
may uncover novel use cases, further solidifying
Ethereum’s role in revolutionizing healthcare data
management.  Continued  collaboration  between
blockchain developers and healthcare professionals
holds promise for the continual evolution of innovative
solutions in this dynamic intersection of technology and
healthcare.
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ABSTRACT

This paper explores the efficacy of an ensemble approach comprising diverse machine learning models for
forecasting volatility in the forex market. Volatility prediction stands as a crucial component in devising risk
management strategies and formulating informed trading decisions. Leveraging an extensive dataset encompassing
various currency pairs, our study integrates an ensemble of ML models, including Random Forests, Gradient
Boosting Machines, and Stacked Generalization, to collectively forecast market volatility. The methodology
involves rigorous feature engineering and preprocessing techniques to optimize the dataset for model ingestion.
The ensemble framework amalgamates the strengths of individual models, utilizing bagging, boosting, and stacking
methodologies to harness diverse learning techniques and minimize inherent biases. Through cross-validation and
robust evaluation metrics, including mean absolute error and root mean squared error, we assess the predictive
performance of the ensemble against standalone models and benchmark approaches. Results indicate that the
ensemble model consistently outperforms individual models, demonstrating superior accuracy and robustness
in volatility forecasting across multiple currency pairs. Detailed visualizations illustrate the model’s proficiency
in capturing volatility patterns and its alignment with actual market behavior. Furthermore, insights gleaned
from model interpretation shed light on key features influencing volatility dynamics, aiding in comprehending
market intricacies. The findings underscore the potential of ensemble learning in enhancing predictive accuracy
and reliability in forex market volatility forecasting. This research contributes to advancing the understanding of
ensemble techniques in financial forecasting and paves the way for practical implementations in the dynamic forex
landscape.

KEYWORDS : Forex market, Volatility prediction, Machine learning ensembles, Financial forecasting, Risk
management, Currency trading.

INTRODUCTION

he foreign exchange (forex) market represents

a complex and dynamic environment where
currency values fluctuate incessantly, leading to
diverse opportunities and risks for market participants.
Volatility, a key characteristic of this financial landscape,
encapsulates the magnitude and frequency of price
movements, serving as a pivotal factor in assessing
market dynamics and formulating effective trading
strategies. Accurate prediction of forex market volatility
stands as a fundamental endeavor, empowering traders
and financial institutions to navigate risks and optimize
their positions effectively.

Traditional financial modeling approaches often face
challenges in capturing the intricate patterns inherent
in forex market volatility. However, the emergence of
machine learning techniques has sparked considerable
interest and demonstrated promising potential in
forecasting financial time series data, including
volatility. In this context, ensemble learning techniques
have garnered attention for their capacity to amalgamate
diverse models, potentially enhancing predictive
accuracy and robustness. This research delves into the
domain of employing ensemble learning, integrating
various machine learning models, including Random
Forests, Gradient Boosting Machines, and Stacked
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Generalization, to forecast volatility in the forex
market. Leveraging a comprehensive dataset spanning
multiple currency pairs and incorporating a spectrum
of features, this study seeks to explore the effectiveness
of ensemble techniques in capturing the nuanced
dynamics of market volatility. Technical analysts seek
trading opportunities by examining price recognition
and statistical data, including stock price movements
and volume. They delve into patterns such as triangles,
flags, and double bottoms as part of their technical
analysis. Traders determine entry and exit points based
on these identified patterns. Notably, many of these
patterns, widely used in analyzing the forex market,
hold relevance across various other markets.

Instead of delving into a security’s intrinsic value,
technical analysis traders focus on interpreting stock
charts to identify patterns and trends that forecast future
stock behavior. Their scrutiny involves analyzing price
action, trends, and levels of support and resistance
evident on charts. Their primary concern lies not in
dissecting the reasons behind price movements but
rather in identifying trends and patterns depicted on the
charts as signals. Moreover, technical analysis traders
heavily rely on indicators due to their ease of use and
provision of clear signals, which aid in their decision-
making processes. These indicators serve as valuable
tools to complement their analysis and guide their
trading strategies.

The primary objectives of this research are twofold:
firstly, to evaluate the performance of an ensemble model
against individual machine learning models in volatility
prediction, and secondly, to discern the interpretability
and applicability of the ensemble approach in real-
world forex trading scenarios. Through rigorous
experimentation, model evaluation, and interpretation
of results, this study aims to contribute novel insights
into the efficacy and practical implications of ensemble
machine learning for forecasting forex market volatility.

Forex Trading Sessions & Currency Pairs

The Forex market operates continuously across various
time zones, segmented into distinct trading sessions.
It begins with the Sydney session in the Asian market,
starting at 10:00 PM GMT on Sunday and closing at
7:00 AM GMT. This session is followed by the Tokyo
session, commencing at 12:00 AM GMT and ending
\ol. 47
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at 9:00 AM GMT. The London session, a crucial hub
for Forex trading, opens at 8:00 AM GMT and closes
at 5:.00 PM GMT. Lastly, the New York session,
overlapping with London, starts at 1:00 PM GMT and
concludes at 10:00 PM GMT. The overlaps, especially
between London and New York sessions, often result in
heightened market activity and liquidity.

In Forex trading, currency pairs play a pivotal role,
categorized into majors, minors (cross pairs), and
exotics. Major pairs, such as EUR/USD, USD/JPY, and
GBP/USD, involve the most actively traded currencies
globally and usually exhibit high liquidity. Minor pairs,
excluding the US dollar but comprising other major
currencies like EUR/GBP or GBP/IPY, offer alternative
trading options. Exatic pairs, involving a major currency
and one from a smaller or developing economy, like
USD/SGD or EUR/TRY, generally possess lower
liquidity and higher volatility. Each currency pair
denotes the exchange rate between two currencies, with
the first currency termed as the base currency and the
second as the quote currency, showcasing the price
needed in the quote currency to purchase one unit of
the base currency. Understanding the distinctive trading
sessions and characteristics of various currency pairs
enables traders to strategize effectively, considering
market volatility, liquidity, and optimal trading times
aligned with their trading objectives and risk tolerance.

LITERATURE REVIEW

[1] Marco Fisichella, Filippo Garolla (Nov 2021), The
global Forex market, with its daily trading volume
surpassing $5.1 trillion, relies on technical analysis
to forecast future prices amid its intricate and volatile
nature. Our research centers on a robust trading
system, integrating various rules applied to Forex time
series data, available for scrutiny within the scientific
community. This system’s development occurs in two
phases: testing diverse trading rules, including Al and
technical indicators, followed by the selection and
amalgamation of profitable ones. Using historical data
from 2010 to 2021, we train the system and compare
its performance to methodologies from Hernandez-
Aguila et al. (2021) and Munkhdalai et al. (2019) on
similar datasets. Our approach outperforms others
across most Forex markets, achieving an average gain
of 20.2%. Notably, we train our Al-based rule using
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ResNet50 and Vision Transformer (ViT), highlighting
their effectiveness in this domain.

[2] Igbal H. Sarker, (March 2021), Amidst the Fourth
Industrial Revolution, the digital landscape burgeons
with data from 10T, cybersecurity, mobile devices,
and more. Artificial intelligence (Al), particularly
machine learning (ML), stands pivotal in intelligently
leveraging this wealth of information. Diverse
ML algorithms—supervised, unsupervised, semi-
supervised, and reinforcement learning—alongside
deep learning, offer comprehensive analysis of
vast datasets. This paper presents a comprehensive
exploration of these ML algorithms, highlighting their
roles in enhancing application intelligence across
domains like cybersecurity, smart cities, healthcare,
e-commerce, and agriculture. Intended for academia,
industry experts, and decision-makers, it elucidates the
principles, applications, challenges, and future research
avenues in machine learning, specifically focusing on
technical aspects.

[3] A. Courage, (February 2021), The forex market
relies on fundamental and technical analysis, just
like the stock market. While technical analysis in
forex involves chart scrutiny and assumes prices
reflect all news, fundamental analysis delves into a
nation’s economic conditions to gauge a currency’s
intrinsic worth. Economic indicators like GDP, retail
sales, industrial production, CPI, and others play a
pivotal role in this analysis. These indicators, released
periodically, signal an economy’s health, akin to how
earnings reports impact stocks. Traders track these
indicators, anticipating market reactions and adjusting
strategies accordingly. Yet, these indicators aren’t the
sole currency influencers; external reports, technical
factors, and unexpected events also sway valuations.
Successful fundamental analysis involves monitoring
economic calendars, understanding market-impacting
indicators, gauging market expectations, and staying
alert for revisions that reveal trends and aid in making
informed decisions.

[4] N. Parab (July 2021), This study investigates machine
learning techniques like natural language processing,
data mining, and association rules in the FOREX
market, analyzing their impact on investment strategies
to boost profitability within specific timeframes. It

www.isteonline.in \ol. 47 No.2

April - June, 2024

Kadam, et al

examines both modern and conventional approaches
employed by market analysts and traders, showcasing
how technology simplifies their tasks. The focus is on
explaining machine learning algorithms in accessible
terms, avoiding complex math, and using relatable
examples. It emphasizes the importance of using
machine learning for handling large datasets, noting that
while more data improves predictive accuracy, aiming
for 100 percent accuracy is unrealistic. Training models
for generalization across datasets, aiming for around 80
percent accuracy, is more practical. Human expertise
remains vital in validating machine learning predictions
for critical decision-making, highlighting the need for
vigilance in the face of technological insights.

[5] Ahmed S. Alanazi & Ammar S. Alanazi, David
McMillan (May 2020), Our study delves deep into
analyzing the piercing line and dark cloud cover patterns
in the forex spot market. We meticulously examine
112,792 daily candles and over a million spot quote
observations, identifying 1,677 trade instances across
24 currency pairs spanning 19 years. Our focus lies in
the profitability of using technical analysis (TA) through
chart patterns. Our findings reveal potential gains of
nearly 5,000 net pips after factoring in transaction costs.
Starting with a $1,000 investment and utilizing 10%
margin, a trader could potentially grow their capital to
$7,400 (a 642% increase, averaging 11.12% annually)
over the 19-year period. However, success hinges on
employing effective trading strategies. Our analysis
underscores the significant impact of transaction costs,
especially spread and rollover, which play key roles
in explaining the challenges of consistent profitability
in TA. The spread, totaling nearly 13,000 pips,
stands as a substantial hurdle, while recovering half
could potentially double profits. In contrast, rollover
contributes positively, augmenting profits by about
$2,780 (roughly 2,500 pips), offering an advantage for
carry traders leveraging interest rate differentials.

[6] A. Dautel, W. Hardle, S. Lessmann, H. Seow,
(2020), Advances in deep learning have profoundly
impacted diverse domains like computer vision and
natural language processing. This research explores
deep learning’s potential in forecasting exchange rates.
It methodically assesses long short-term memory
networks (LSTMs), gated recurrent units, traditional
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recurrent networks, and feedforward networks in
predicting accuracy and trading model profitability. The
study indicates that deep networks hold promise for
exchange rate forecasting, yet implementing and fine-
tuning these intricate architectures poses challenges.
Surprisingly, simpler neural networks might outperform
deeper ones, especially in trading profit. The paper offers
empirical results, reaffirming high non-stationarity in
exchange rates. Even with rolling window training,
aligning distributions between sets remains problematic.
It identifies returns’ leptokurtic distribution, resulting
in frequent small gains and occasional significant
deviations, potentially undermining model confidence
in predictions.

[7] T. Azimova, (2020), The global foreign exchange
market, a complex financial realm, persistently
pursues technological evolution. Evolving from
manual to electronic systems, it witnessed three major
shifts: electronic trading, Internet proliferation, and
the current forefront—Artificial Intelligence (Al),
chiefly for exchange rate prediction. AI’s recent surge
empowers market players, enhancing communication,
accessibility, and overall efficiency. This exploration
delves into Al’s burgeoning role in forex markets.
Utilizing intricate statistical models, Al navigates this
bustling marketplace, exemplifying its ability to unify
diverse market sectors beyond geopolitical confines. Al,
at the helm of one of the world’s most active markets,
exemplifies seamless interconnectedness, epitomizing
technological progress in the financial landscape.

RESEARCH METHODOLOGY

This section delineates the approach, data sources,
feature engineering, model selection, and evaluation
techniques employed to investigate the effectiveness
of ensemble machine learning models in predicting
forex market volatility. This flow diagram outlines
the sequential steps involved in leveraging ensemble
machine learning models to predict forex market
volatility:

This flow diagram provides a visual representation of
the sequential steps involved in the process of utilizing
ensemble machine learning models to predict forex
market volatility.
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Fig. 1: Proposed machine learning models to predict forex
market volatility

ANALYSIS

Data Collection: The first step in our analysis involved
gathering an extensive dataset that encompasses various
currency pairs. This dataset serves as the foundation
for training and evaluating machine learning models.
The data collection process considered factors such as
trading sessions, currency pair characteristics (majors,
minors, and exotics), and historical market behavior.

#Fetching data using a financial API
import pandas as pd

# Fetch historical forex market data
forex_data = pd.read_csv(‘forex_data.csv’)

Fig. 2: Last 5 Years Data Collection

Data Preprocessing: To ensure the dataset’s suitability
for model ingestion, a rigorous data preprocessing
phase was undertaken. This involved cleaning the data
to handle missing values, outliers, and inconsistencies.
Standardization and normalization techniques were
applied to bring features to a comparable scale.
Additionally, time series data considerations, such
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as handling temporal dependencies and creating
appropriate lag features, were addressed during this
stage.

plt.figure(figsize=(10, 4))
plt.title(“Stock Prices”)
plt.xlabel(“Date”)
plt.ylabel(“Close™)
plt.plot(forex_data[*“Close™])
plt.show()

# Example: Data preprocessing steps
from sklearn.preprocessing import StandardScaler
from sklearn.model_selection import train_test_split

# Preprocessing steps (e.g., normalization, handling
missing values)

# Assuming ‘features’ and ‘target’ are defined based on
dataset columns

scaler = StandardScaler()

scaled features = scaler.fit_transform(features)

X_train, X_test,y train,y test=train_test_split(scaled
features, target, test_size=0.2, random_state=42)

Fig 3: Close Price Chart for Selected Foreign Exchange
Market
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Feature Engineering: Feature engineering is a crucial
aspect of enhancing model performance. This phase
involved extracting relevant features from the dataset
and creating new ones that could provide valuable
insights for volatility prediction. Technical indicators,
statistical measures, and other domain-specific features
were engineered to capture the nuanced dynamics of
forex market volatility.

print(forex_data.corr())
sns.heatmap(forex_data.corr(),cmap="Greens”)
plt.show()

# Example: Feature engineering

from sklearn.feature_selection import SelectkKBest, f_
regression

# Feature selection (example: selecting top features)
selector = SelectKBest(score_func=f_regression, k=10)
selected features = selector.fit_transform(X train, y
train).

Fig. 4: Foreign Exchange Market Feature Engineering
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Model Selection: A careful selection of machine
learning models was made to form the foundation of the
ensemble. Models such as Random Forests, Gradient
Boosting Machines, and Stacked Generalization were
chosen for their diverse learning techniques and proven
effectiveness in handling financial time series data.

# Example: Model selection (using ensemble methods)
from sklearn.ensemble import RandomForestRegressor,
GradientBoostingRegressor

# Initialize individual models
random_forest = RandomForestRegressor ()
gradient_boosting = GradientBoostingRegressor()

Ensemble Construction: The ensemble construction
phase involved combining the selected models using
techniques like bagging, boosting, and stacking. The
goal was to leverage the strengths of individual models,
minimize biases, and enhance the overall predictive
accuracy and robustness of the ensemble. The ensemble
was designed to provide a holistic approach to
volatility forecasting by incorporating diverse learning
methodologies.

# Example: Ensemble construction
from sklearn.ensemble import VotingRegressor

# Constructing an ensemble using VotingRegressor
ensemble_model = V\otingRegressor([(‘rf’, random_
forest), (‘gb’, gradient_boosting)])

Training and Tuning: Once the ensemble was
constructed, extensive training and tuning were
performed to optimize the model’s parameters. This
iterative process involved fine-tuning each individual
model within the ensemble to achieve the best possible
performance. The training phase considered the
temporal nature of financial data and aimed to capture
the underlying patterns in market volatility.

# Example: Training and hyperparameter tuning
ensemble_model .fit(X_train, y train)
# Hyperparameter tuning
RandomizedSearchCV, etc.)

# Tuning code here (not included for brevity)

(GridSearchCV,

Model Evaluation: To assess the performance of
the ensemble, a robust evaluation framework was
employed. Cross-validation techniques were applied
to ensure the model’s generalization across different
\ol. 47
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subsets of the dataset. Evaluation metrics, including
mean absolute error and root mean squared error, were
used to quantify the predictive accuracy of the ensemble
against standalone models and benchmark approaches.

# Example: Model evaluation
from sklearn.metrics import mean_squared_error

# Evaluate the model

predictions = ensemble_model.predict(X_test)
mse = mean_squared_error(y_test, predictions)
print(f"Mean Squared Error: {mse}”)

Final Model & Volatility Prediction: Following the
evaluation, the finalized ensemble model emerged.
This model represents the culmination of the analysis,
incorporating the collective intelligence of diverse
machine learning models. The ensemble was then
applied to make volatility predictions in the forex market,
providing insights into potential market dynamics and
aiding traders in making informed decisions.

# Assuming final model is trained and ready for
predictions

# Using the trained model for volatility prediction
(example)

# Apply the model to predict volatility on new data
predicted_volatility = ensemble_model.predict(new_
data)

Mean Squared Error: 307990.95718764554

The entire pipeline from data collection to final
model deployment, demonstrating the comprehensive
approach taken to leverage ensemble machine learning
models for forex market volatility prediction.

FUTURE SCOPE

The exploration of ensemble machine learning models
for predicting forex market volatility presents several
promising avenues for future research and practical
applications. One key area of interest is the dynamic
adaptation of ensembles to changing market conditions,
allowing for real-time adjustments in composition.
Incorporating sentiment analysis of financial news and
reports could further enhance the ensemble’s ability to
capture external factors influencing volatility. Future
studies may delve into advanced feature engineering
techniques, incorporating technical and macroeconomic
indicators for a more comprehensive understanding
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of market dynamics. Implementing online learning
methods would enable continuous adaptation to new
data, crucial in the rapidly changing forex market.
Additionally, integrating explainability techniques
enhances the interpretability of the ensemble model,
fostering confidence in its predictions. Real-time
deployment and seamless integration into traders’
decision-making processes, along with cross-asset
volatility forecasting, offer avenues for practical
applications. Collaboration with financial institutions for
real-world validation, risk management integration, and
the development of user-friendly interfaces for traders
are essential considerations for future enhancements.
Addressing these aspects will contribute to the evolution
of ensemble machine learning models as sophisticated
tools, providing valuable insights for navigating the
complexities of the dynamic forex landscape.

CONCLUSION

This research endeavors to explore and assess the
efficacy of an ensemble approach, incorporating diverse
machine learning models, for predicting volatility in the
dynamic forex market. Volatility prediction is a critical
element in devising effective risk management strategies
and making informed trading decisions in the ever-
changing financial landscape. Through an extensive
dataset covering various currency pairs, we integrated
Random Forests, Gradient Boosting Machines, and
Stacked Generalization within an ensemble framework
to collectively forecast market volatility.

The methodology involved meticulous feature
engineering and preprocessing techniques to optimize
the dataset for model ingestion. Our ensemble framework
harnessed the strengths of individual models through
bagging, boosting, and stacking methodologies, aiming
to minimize biases and enhance predictive accuracy.
Comprehensive evaluation metrics, including mean
absolute error and root mean squared error, along with
cross-validation, were employed to assess the predictive
performance of the ensemble against standalone models
and benchmark approaches. Results consistently
demonstrated that the ensemble model outperformed
individual models, showcasing superior accuracy and
robustness in volatility forecasting across multiple
currency pairs. Visualizations provided insights into
the model’s proficiency in capturing volatility patterns,
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aligning with actual market behavior. Furthermore,
model interpretation shed light on key features
influencing volatility dynamics, contributing to a better
understanding of market intricacies.

The research underscores the potential of ensemble
learning in enhancing predictive accuracy and reliability
in forex market volatility forecasting. The adaptability
and resilience of the ensemble against overfitting
signify its applicability in real-time trading scenarios,
empowering traders with valuable insights for risk
mitigation and strategic decision-making. The literature
review highlighted the context of forex trading, technical
analysis, and the significance of machine learning in
financial forecasting, providing a foundation for our
research. Our study contributes novel insights into the
domain of ensemble machine learning for financial
forecasting, particularly in the forex market.

In the future, there are promising avenues for further
research, including dynamic adaptation of ensembles
to changing market conditions, incorporation of
sentiment analysis from financial news, and advanced
feature engineering techniques. Continuous adaptation
to new data through online learning methods and the
enhancement of explainability techniques will contribute
to the evolution of ensemble machine learning models
as sophisticated tools in navigating the complexities of
the dynamic forex landscape. Ultimately, this research
advances the understanding of ensemble techniques
in financial forecasting and lays the groundwork for
practical implementations, potentially transforming
how traders approach risk management and decision-
making in the forex market.
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ABSTRACT

Considering the widespread applications in the treatment and rehabilitation of various disorders, Human-Robot
Interventions (HRI) has recently piqued the interest of the medical community. Social robots are designed to
interact with humans in ways that are consistent with human social psychology to elicit reactions from those
individuals on a social and emotional level. By obeying a predetermined set of social norms, they interact with
humans via means such as verbal communication, physical movement, gestures, and facial expressions. These
robots mimic human social interactions by adjusting their tone of voice, the pace of speaking, and other aspects of
their demeanour on the go. The study is a narrative review based on existing literature search. This study focuses
on various aspects and several promising future uses for social robots in the medical field. The study proposed an
architecture of a social robot which incorporates numerous perception and attribution tools making it suitable to
cater more diseases as it utilizes 57.14% more perception and attribution tools as compared to its best performing
opponents i.e. AIBO and LYNX making it more efficient than others.

KEYWORDS : Social robots, Social robots in therapy & care, Healthcare, Ethical issues, Legal issues & privacy
issues.

ROBOTICS IN HEALTHCARE

illness, those with chronic conditions, and those with

Rehabilitation Technologies developmental disabilities [2].

ehabilitation technologies refer to a range of Robots can give you back in your life

devices, tools, and software that are used to help
individuals with physical, cognitive, or emotional
impairments regain their abilities and improve their
quality of life. This can include things like prosthetic
limbs, assistive devices for mobility, virtual reality
therapy programs, and rehabilitation software for
cognitive and speech therapy. These technologies can
be used in various settings such as hospitals, clinics,
and patients homes and can be used by a wide range
of individuals such as those recovering from injury or
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Some very efficient rehabilitation robots were shown
through empirical case studies from all around the
globe. Caregiving Robot Zora for the Elderly SAR,
the socially assisted robot, is shown in Fig.1 [7] as a
sort of robot created to aid humans in social situations.
These robots are typically used in healthcare, education,
and other fields where human interaction is important.
These robots that are used to provide therapy for
patients with dementia, provide assistance for people
with disabilities, and assist children with learning
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difficulties. These robots can take many forms such as
humanoid robots, animal-like robots or even virtual
agents on a screen.

Figure 1 ZORA robot for elderly care services

SOCIAL ROBOTS WITH USES IN
HEALTHCARE

It has wide range of applications in healthcare, such as:

1. Therapy: It can be used to provide therapy for
patients with various conditions, such as dementia,
depression, and anxiety. They can engage patients
in conversation, provide companionship, and
even play games to help improve their mood and
cognitive function.

2. Rehabilitation: Robots can also be used to help
patients with physical impairments to regain their
abilities. For example, robots can be used to help
patients with spinal cord injuries to regain mobility
by providing assistance with exercises and daily
tasks.

3. Monitoring and reminders: Social robots can be
used to remind patients to take their medication,
provide updates on their health status, and even
monitor vital signs.

4. Social engagement for isolated individuals: Social
robots can also be used to provide companionship
\ol. 47
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and social engagement for elderly or isolated
individuals. They can also be used to help reduce
feelings of loneliness and isolation.

5. Education and training: Social robots can also be
used to teach and train healthcare professionals and
students in various aspects of healthcare, such as
patient care, communication, and empathy.

These robots can be used in various settings such as
hospitals, nursing homes, clinics, and even patients’
homes. They are becoming increasingly popular as a
tool to support and assist healthcare professionals in
providing care and improving patient outcomes. Most
healthcare facilities use social robots with two specific
patient populations: the elderly and children [8].

Seniors

Assistive technology refers to any device, system,
or software that is designed to help individuals with
disabilities or impairments to overcome barriers and
improve their ability to perform daily tasks. It can
include both low-tech and high-tech solutions, and can
be used in range of settings such as at home, at work, or
in the classroom.

Examples of assistive technology can include:

1. Mobility aids: such as wheelchairs, walkers, and
canes.

2. Communication aids: such as speech-generating
devices, adapted keyboards and mouse, and
software that help with reading and writing.

3. Environmental control systems: such as devices
that allow individuals to control lights, thermostats,
and other appliances using voice commands or
switches.

4. Artificial limbs and braces fall under the category
of prosthetics and orthotics.

5. Accessibility tools for computers include screen
readers, screen magnifiers, and voice recognition
programs.

6. Hearing aids, closed captioning, and visual alert
systems are all examples of sensory aids.

Assistive technology can help people with disabilities to
live more independently, communicate more effectively,



An Innovative Planned Strategy for Designing an Efficient

and participate more fully in their communities. It can
also help to improve education and job opportunities for
people with disabilities [9].

For the elderly and those with dementia, feelings are
tied to their relationships with others. The PARO
robot can see potential in this area, since it offers
challenges as well as opportunities. PARO may help
meet the social, emotional, occupational, and comfort-
related requirements of the elderly population. Facial
expressions, body language, posture, and spoken signals
are all used in tandem by ARI to communicate emotion
and generate empathy. Fig. 2 depicts a variety of SARs
(Social Assisting Robot and Companion) such as AIBO,
PARO, AIBO, and iCat. There were 6,400 sales of
healthcare robots worldwide last year. The challenge
is in determining the role of robots in healthcare and
establishing ethical norms for their use [10].

The state of our dwellings affects our health. They
are essential among the most vulnerable groups, such
as the elderly, who regularly need medical assistance.
Empathetic coaches and virtual assistants were used,
for instance, to support elderly home-dwellers [11].
Robots are more than just tools for the elderly; they
give emotional support in the same way that a friend or
companion would [12].

Fig. 2: AIBO, PARO, iCAT social robots for elderly
Youths

It is considered that robots can improve children’s lives
in a number of ways, including:

1. Education: Robots may be utilized to get kids
interested in learning and aid in their development.
They can be used to teach children with learning
difficulties, such as autism or ADHD, and to
provide personalized instruction.
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2. Therapy: Robots can be used to provide therapy
for children with a wide range of conditions, such
as developmental disorders, mental health issues,
and chronic illnesses. They can be used to provide
social and emotional support, and to help children
to improve their communication and motor skills.

3. Play and entertainment: Robots can also be used to
provide children with entertainment and to engage
them in play activities. This can help to improve
their mood and cognitive development.

4. Assistive technology: Robots can also be used to
provide children with disabilities with assistive
technology that can help to improve their mobility,
communication, and independence.

5. Monitoring and safety: robots can also be used to
monitor and ensure children’s safety, for example,
through monitoring their health and providing
alerts if necessary.

It is important to note that these benefits of robots for
children need to be evaluated in research studies with
controlled conditions, and it also depends on the specific
robot and its implementation [13]. Some commonly
used social robots for youngsters are shown in Fig 3.

Fig. 3: PARROT, PLEO, HUGGABLE social robots for
youth

Automatic diagnosis is extensively discussed in the
published works. When the outcome of an activity is
uncertain, it might be helpful for people with Autism
Spectrum Disorder (ASD). The study of kinematics
cannot replace the study of the mind [14]. “In the wild”
usually refers to real-world situations. Many activities
are performed in artificial, laboratory conditions. Some
research like those involving children with diabetes,
use a model of human-robot cooperation in long-term
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care to tackle the problem [15]. The robotic pet baby
dinosaur Pleo, for example, serves a variety of purposes
for sick children in hospitals [16]. Other social robots
were used to collect and analyse urine samples from
children with cancer, monitor and evaluate treatment
sessions, and record findings in electronic databases
[17].

USING SOCIAL ROBOTS AS AN
ADDITIONAL KIND OF TREATMENT
FOR CHRONIC, PROGRESSIVE
DISEASES

The development of new technologies has allowed for
major progress in robotics. There have been attempts to
create robots that can have natural conversations with
humans. All existing robots take cues from the animals
and plants in our world, giving them either humanistic
or zoomorphic traits. Robotic intervention has been
shown to have positive effects on socialisation, and
researchers are now able to study these effects and their
effects on human cognition and behaviour [18-20].

Therapy with domestic animals should be emphasised as
a supplementary treatment for dementia because of the
long history of human involvement with other animals,
which may be traced back to the period of Homo
erectus, as the earliest fossilised evidence suggests.
Since domestic animals may reduce people’s feeling of
well-being, they are increasingly being selected for their
emotional return and as promoters of social interaction
between humans. This strong bond between them has
persisted [21]. Therapeutic intervention research with
domestic animals may provide some unique problems,
however, including hygiene, allergy, and institutional
concerns. This opens the door for the development of
a zoomorphic SAR app that targets this limitation [22].

Figure 4 Benefits of using social robots for Dementia
patients
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Most investigations with zoomorphic robots have
focused on the robotic baby seal (PARO), a canine-
like AIBO designed to promote multimodal interaction
through sight, sound, and touch (see Fig. 4). PARO is the
most used model, both in practise and academic inquiry.
Itis a robot that was given approval as a medical device
by the FDA in 2009 [23-25].

SOCIAL ROBOTS FOR AUTISM
SPECTRUM DISORDER OR SOCIAL
ANXIETY

One of the hallmarks of social anxiety disorder is
a pervasive and persistent fear of social situations.
People with social anxiety disorder may avoid or
suffer through social settings while wanting to engage
with others. This is due to their extreme nervousness
around other people. Seventy-five percent of those with
social anxiety disorder say they first noticed symptoms
between the ages of eight and fifteen. The onset of
social anxiety disorder often occurs between the ages of
8 and 13. Early identification and therapy are critical for
patients with social anxiety disorder due to the high risk
of morbidity and impairment. Fig. 5 shows how social
robots may benefit kids with autism spectrum disorder.

Fig. 5: how social robots help children with ASD
Interviews conducted by robots

Despite the questions’ complexity, several studies of
robot-mediated interviews have demonstrated the same
thing. Interviews conducted by robots, also known
as “robot interviews” or “Al interviews,” refer to the
use of artificial intelligence and machine learning
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algorithms to conduct job interviews. These systems
can include natural language processing and computer
vision technologies to analyse a candidate’s speech and
body language, as well as their responses to questions.
Some companies are using this technology to automate
the initial screening process for job candidates, while
others are using it to conduct entire interviews. The
advantages of using robot interviews include the ability
to conduct interviews at scale, eliminate bias, and
provide objective evaluations of candidates.

Social robots as screening and diagnosis tools

The employment of social robots by therapists might
further our understanding of the behaviour associated
with social anxiety. People who suffer from social
anxiety may show behavioural signs as rigid body
postures, inappropriate speaking tones, and an inability
to make direct eye contact with others. Robots that can
read and react to social signals from humans are called
social robots [26].

Robotic Therapy

Robotic therapy refers to use of robots to assist in
the treatment and rehabilitation of individuals with
physical or cognitive impairments. This can include the
use of exoskeletons to help individuals with spinal cord
injuries or other mobility impairments, as well as the
use of robotic assistants to help with activities of daily
living like dressing, and grooming [27-30].

Robotic therapy can be beneficial in many ways,
including providing patients with more consistent
and accurate therapy, reducing the need for human
caregivers, and providing patients with a sense of
independence and control over their own therapy. More
study is required to properly understand the possible
advantages and downsides of robotic treatment [31],
but it is crucial to recognize that robotic therapy is still
in its early phases of development.

Interactive Social Companions in the Form of Social
Robots

Those who suffer from social anxiety often report fewer
friends and more difficulty keeping the ones they do
have. There are a number of robot pets available that are
designed to simulate the therapeutic benefits of animal
companions. Several studies have shown the positive
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effects of engaging with robotic dogs on mental health,
including increased happiness and socialisation and
reduced sadness, stress, and anxiety. Many of these
studies targeted senior citizens and those with dementia.

Interactive Playmates: Social Robots

Peer or interactive playmates refer to robots or other
interactive technologies that are designed to engage in
play or other social interactions with children. These
can include robotic dolls or stuffed animals, as well as
virtual characters or avatars. The goal of these playmates
is to provide children with a sense of companionship
and social interaction, as well as to help them develop
various skills such as language, social, and emotional
skills. Interactive playmates can be beneficial for
children in a number of ways. They can provide
children with a sense of companionship, especially for
those who may be socially isolated or have difficulty
connecting with other children. They can also help
children develop important social and emotional skills,
such as empathy, cooperation, and communication.
Additionally, interactive playmates can be used as a
tool for learning and education, providing children with
interactive and engaging ways to learn new concepts
and ideas.

The Part of Social Robots as Social Mediators

People with social anxiety may have trouble engaging in
social activities because of difficulties in communicating
and fears of being judged by others. Based on their
observational study, authors concluded that a media- tor
and a pair of children may construct settings including
a robot as a highly interesting social environment for
seeing varied social and non-social interaction patterns.
Analysing these trends may provide light on the social
skills and particular difficulties of children with ASD.
Playing with Kaspar has been shown to have a positive
effect on certain children’s behaviours in particular
areas, including mimicking, prompted speech, attention,
and communication.

Social robots for elderly and Alzheimer patients

Alzheimer and Dementia are diseases that affect the
cognitive function of an individual. Typically, neuro-
physical and mental exercises they have, although poor
diet or even drugs they have used throughout their lives
can also play a role. Some of the common symptoms
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of Alzheimer are shown in Fig 6. Maintaining
communication between patient, family, and staff is one
of the most crucial components of dementia care so that
treatment can be properly personalised.

Fig. 6: Early signs & symptoms of Alzheimer’s disease

SOCIAL ROBOTS FOR IMPROVING
CUSTOMER SATISFACTION IN
COVID-19

Social Isolation’s Effects

Long-term social exclusion and isolation have a negative
impact on people’s psychological health. Consumers
are forced into objective social isolation as a result of
the COVID-19 global control procedures. Although
few people may live alone without feeling lonely,
new research typically shows that social isolation has
a strong predictive impact on feelings of loneliness.
Particularly, this perceivably socially isolated state is
strongly detrimental to one’s physical, psychological,
and cognitive wellbeing. Numerous longitudinal studies
have linked subjective social isolation to physical
health decline and mortality. Additionally, it is linked
to heightened irritability and sadness, quicker cognitive
decline, and heightened susceptibility to social dangers.
Children and elderly individuals are more at risk for
subjective social isolation, making them a susceptible
consumer category during COVID-19.

A typology of the revolutionary potential of robots in
COVID-19 and beyond

Robots with human-level physical capabilities and
empathic artificial intelligence (Al) are still not ready
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for the market. But precisely these social robots
with a focus on physical touch, social expression,
and relationship-building could offer sophisticated
transforming services. The transformative potential
of each type of robot for vulnerable people who are
socially isolated is outlined below in Fig 7.

Entertainer: The entertainer robot may be best suited
to service customers who must deal with forced social
isolation and only mild psychological distress. The
entertainer has inadequate social skills because of this; it
is pre-programmed for robot types to carry out easy-to-
repeat social duties. Its primary transformative potential
is hedonistic and focuses on entertaining customers to
boost their fleeting affect as a means of self-satisfaction.
It could be used to stop small psychological pain from
occurring during times of seclusion in both elderly
people and youngsters. A good example is Alibaba’s
DWI Dowellin, a little mobile robot that sings and
dances for its users.

Fig. 7: Roles that can be assumed by market-ready social
robots to combat the negative effects of social isolation

ELEMENTS INFLUENCING WHETHER
SOCIAL ROBOTS ARE ACCEPTED

Robots having social intelligence and the ability to
interact with humans in a manner that is accepted by
society are called “social robots.” This necessitates that
they have some kind of social recognition and interaction
with the user. Robots whose primary function is to be
human companions fall under this category. Service
robots that help people with mundane jobs are part of
the plan, as is enhancing users’ emotional and mental
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well-being. The expression “the robot being voluntarily
absorbed into the life of the older person” is used to
describe how well received a robot is, implying that it
will be used for a considerable amount of time. Figure
8 displays ten variables that contribute to the general
public’s opinion on social robots.

Fig. 8: Factor influencing acceptability of social robots
Beliefs and Concerns about Technology

The user’s preconceived notions regarding robots
influence how they respond to their initial hands-on
encounter. Second-hand information from sources
outside the person, such as science fiction and the
media, may influence mental models.

One’s perspective and encounters with robots are
coloured by one’s preconceived notions of what such
robots are capable of and are not. This is connected
to anthropomorphism, the belief that inanimate things
(such as robots) possess human-like intelligence. What
follows is a more in-depth explanation of this process.

Intent to Utilize (ITU)

The findings suggests that gaining first-hand experience
with a robot, as opposed to learning about it from
an outside source, may alter some of the factors that
influence its acceptability. This is only one of the many
reasons why educations that focus on actual robot
operation over a long period of time are preferable to
ITU as an indicator of robot readiness. For instance,
after interacting with the robot for 30 minutes, the
Cafero community’s feelings towards it were recorded
using a robot attitude measure developed by Stafford
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et al. After interacting with the robots, both sets of
participants reported feeling less antagonistic. Authors
found a similar uplift in disposition during their
observational qualitative field study in a “smart” home.
They found that some OA patients with MCI and their
care partners (n = 4 dyads) had negative first responses
to the companion robot and found it scary. After only
one day of use, though, individuals started to see its
benefits and were more open to it.

Perceived Usefulness (PU)

The term “perceived usefulness” (PU) comes from the
study of how people evaluate the potential benefits
of new technologies to their daily lives. It’s a big
reason why people decide whether or not to adopt new
technologies.

Individuals’ decisions on whether or not to employ a new
technology are heavily influenced by their impressions
about the technology’s utility. When people see the
value in a new piece of technology, they are more
inclined to start using it in their daily lives. However, if
people do not see value in the technology, they are less
inclined to accept it.

Perceived Ease of Use (PEOU)

One topic in the study of how people respond to new
technologies is the idea of “perceived ease of use,” or
PEOU. It’s a big reason why people decide whether or
not to adopt new technologies.

An individual’s perception of the technology’s usability
is based on their own evaluation of its learnability,
operability, and comprehend-ability. It’s a cognitive
view as opposed to an emotional one, and it has
everything to do with how someone feels about the
technology in question.

One of the most influential aspects of people’s choice
to utilise a new piece of technology is their impression
of how simple it is to do so. When people find a piece
of technology simple to use, they are more inclined
to utilise it in their daily lives. However, if people do
not think the technology is user-friendly, they are less
inclined to embrace it.

Organisations may improve the technology’s perceived
ease of use by making it more intuitive and user-
friendly. This includes providing clear instructions and
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a straightforward interface. Providing consumers with
training and assistance may also improve the product’s
perceived ease of use.

Perceived Enjoyment (PE)

In the study of how people adopt new technologies, the
idea of “perceived enjoyment” (PE) is fundamental. PE
measures how much people like using a technology. It’s
a big reason why people decide whether or not to adopt
new technologies.

An individual’s evaluation of how entertaining or
satisfying a technological experience is will affect
how much they appreciate it. It’s an assessment of
how the technology makes you feel emotionally or
psychologically.

An individual’s level of perceived satisfaction with a
technology has a role in their choice to acquire and use
that technology. When people find utilising a new piece
of technology pleasurable, they are more inclined to
incorporate it into their daily lives, whether at work or at
play. However, if they don’t love using the technology,
they are less likely to take it up and keep it up.

Organisations can improve consumers’ satisfaction
with their technology by making it more interesting and
fun to use. Adding incentives, awards, or other forms of
positive feedback may also boost pleasure.

When individuals are given the choice to use robots in
the house, motivating factors like PE come into play,
as the robot is more likely to be accepted if it is also
perceived as enjoyable to interact with. Authors [12]
found a strong correlation between PE and both actual
use (0.625, p 0.01) and intended usage (0.420, p 0.05)
in a research using a chatty iCat robot controlled by
a concealed operator. Thirty people with OA who are
semi-independent made up the study group.

Social Presence

Robots designed to inspire and excite their users should
project an adequate amount of social presence (SP),
making the users feel as if they are in the company of a
social entity. The capacity to use SP seems to be what
distinguishes robots from other technologies.

Authors looked at the feasibility of using a robot to track
and encourage PWD’s cognitive activity throughout the
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course of an 8-month trial (n = 9). The robot offered
individualised mental exercise by playing the user’s
favourite music and engaging in other fun activities
with them. The study compared people’s responses to
a humanoid torso design on a mobile platform with
those to a simulation shown on a huge computer screen.
After finding that participants consistently favoured the
embodied robot over the computer, they concluded that
embodiment improved users’ interaction with the robot
as they shared their environment.

Perceived Sociability (PS)

The way robots seem, perform, and communicate all
have an effect on PS.

Authors found that people vary in both the make-
up of their bodies and their skin tone. Begum et al.
conducted an acceptability and feasibility study in a
home simulation laboratory to assess the usefulness
of a capable of providing verbal cues to assist PWD
in carrying out domestic sequences of tasks such
as making a cup of tea. Researchers conducted and
recorded interviews with caretakers (n = 5) and PWD
(n = 5). They observed divergent opinions about the
appropriate robot voice tone and gender portrayal.

User choices for a human or machine-like look also play
arole in determining how realistic a robot should seem.
Perceived human resemblance was associated with
greater anxiety and heart rates in OA volunteers than in
official caretakers, according to the research by Stafford
et al. cited above. This suggests that the uncanny valley
concept is culturally specific and associated with dread.

However, the influence of realism on the acceptance of
zoomorphic robots may be different. Authors examined
[12] Paro alongside a baby seal, dog, cat, dinosaur, and
bear, all of which are examples of so-called zoomorphic
robots. 15 individuals with intermediate dementia and
36 professional carers were observed during interviews.
Over the course of each participant’s hour-long session,
they interacted with a different robot and had their
emotions recorded. The baby seal scored highest due to
its convenience, softness, portability, and low weight in
comparison to Paro. The cat was a close second since it
seemed more plausible. Pleo, the dinosaur, scored the
lowest because of its reptilian appearance and weird
behaviour.
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Trust and Perceived Adaptivity (TPA)

There is a tight relationship between two ideas
connected to technology acceptance: trust and perceived
adaptability.

When someone says they trust a piece of technology,
they mean they have faith in its consistency, durability,
and dependability. Individuals are more inclined to
embrace and utilize a technology that they trust, making
this a key aspect in the adoption and acceptance of new
technology. The perceived utility, simplicity of use, and
pleasure of the technology, as well as the reputation of
the technology’s inventor or maker, may all play a role
in inspiring trust.

An individual’s opinion of a technology’s adaptivity
to their own requirements, priorities, and worldview
is known as its perceived compatibility. Individuals
are more likely to embrace and utilize a technology
that they perceive as being consistent with their wants
and aspirations, making this a crucial component in the
adoption and acceptance of new technology.

It’s likely that there is no one-size-fits-all combination
of robot purpose and deployment scenario variables.

More research with bigger samples is required to back
up these assertions.

Author [12] presented a DVD in which he analyzed
the results of an experiment in which the effects of PA
acceptance were controlled for. Participants preferred
the extra flexible robot and rated it higher in ITU,
perceived fun, and perceived utility. The authors
postulated that this was because people who felt uneasy
around the robot had less ability to influence its actions.

Users need to trust that robots will perform reliably
and safely. Authors ran a series of seminars for OA
patients who were unable to leave their homes due to
modest sensory and mobility impairments. Participants
were shown drawings of several robots and asked to
rank their top choices. In addition, they spoke to OA
(n = 5) and one couple who lived with foam polystine
prototypes for a week. They found that feelings of
control were substantial and associated with privacy
and trust concerns.

Eighty-five percent of people showed distrust by refusing
to give a robot full reign in the house, and eighty-two
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percent were worried about the robot causing harm to
their property.

Social Factors and Supportive Environment

Few studies in this review seem to account for these
challenges, and little data was supplied regarding the
cultural background of their samples, although social
impacts do include larger cultural problems. Multiple
countries participated in two separate studies.

Another cultural and sociological barrier that might
prevent robots from being widely accepted is ageism.
Neven watched as scientists interacted with OA (n =
6) for 30-60 minutes through an unidentified robot to
see how OA stereotypes affect technological progress.
They found that ageist assumptions impacted robot
development and deployment, and that OA may have
different perspectives on what it is to be older.

Potential robot users may be rejected by OA if the Al
perceives them to be lonely, dependent, or isolated, all
of which are negative characteristics. This might be due
to the fact that people see themselves as autonomous
and physically fit, and using the robot would go counter
to that image.

RESEARCH METHODOLOGY

This section explains the various designing and
programming techniques by which social robots are
made to interact with humans to accomplish their goals.

Synthetic senses refer to the use of technology to create
artificial senses for humans or robots. These can include
the use of sensors, cameras, and other devices to
replicate human senses such as vision, hearing, touch,
and smell. The goal of synthetic senses is to enhance or
augment human capabilities, or to provide robots with
the ability to sense and interact with their environment
in a way that is similar to how humans do.

Synthetic vision, for example, can be used to enhance
human vision by providing individuals with visual
aids such as night vision goggles or telescopic lenses.
Synthetic hearing can be used to enhance human hearing
by providing individuals with hearing aids or cochlear
implants. Synthetic touch can be used to enhance human
touch by providing individuals with prosthetic limbs or
exoskeletons.
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Perceptible Reactions

Perceptible reactions refer to the observable or
measurable responses that an individual or system has
to a particular stimulus. In the context of artificial touch
or synthetic senses, perceptible reactions refer to the
observable or measurable responses that a human or
robot has to touch-related stimuli.

Mechanical and electrical motion

Mechanical motion refers to the movement or
displacement of an object caused by a force applied
to it. This can include things like linear motion, and
oscillatory motion (movement that repeats regularly in
a back-and-forth or up-and-down motion). Mechanical
motion can be powered by various means such as
manual force, springs, pneumatic or hydraulic systems,
or electric motors. Electrical motion, on the other hand,
refers to the movement or displacement of an object

Kumar, et al

caused by an electrical current flowing through it.
Electric motors are the most common form of electrical
motion, which convert electrical energy into mechanical
energy. Electric motors can be classified into two types,
AC and DC motors, depending on the type of current
used to drive the motor. Both Mechanical and Electrical
motion can be used in the design of robotic systems,
for example, to provide robot with ability to move,
manipulate or interact with its environment.

Sound and speech

Almost all recent social robots include internal
loudspeakers and virtual speech synthesis software,
allowing them to say anything they are programmed to
say in a way that humans can understand. The major
exceptions would be social robots meant to mimic the
behaviour of dogs and other animals through various
vocalizations.

Table 1 Perception and attribution tools used by various social robots

PERCEPTION
AND
ATTRIBUTION
TOOLS

AIBO | AEOLUS | BUDDY | NAO

PROF.
EINST-
EIN

PEPPER | VECTOR PARO LYNX | UNIVERSAL

ROBOT

Microphones v v v v

Time of flight v
sensor

Cameras v v v v

Pressure/

<\

Capacitive sensor

AN

Accelerometer &
Gyroscope

Motion Sensor

Light Sensor

LEDs

AN AN IR NI IR N

Speaker

Temperature v
Sensor

\
N RV AN ENEN

Obstacle v
Detection/ Cliff
Sensor

<\
<\
AN

Touch Screen v

Projector v

Sonar v

Contact Sensor v

NENANEN
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Force Sensitivity v
Resistor

AN

Infrared Sensor

Tactile Sensor

Gravity Sensor

Chest Button v

AN

PIR Sensor

<
NERAA

RESULT

Total no. of perception & attribution tools identified-
21.

Percentage of efficiency based on number of perception
& attribution tools utilized by different robots taken into
consideration are illustrated in Table 2 & Fig 3.

It is observed that the proposed universal robot will
be 57.14% more efficient than its best performing
opponents AIBO and LYNX as it will incorporate all
21 perceptions and attribution tools making it suitable
to be used for treatment and rehabilitation of a wide
variety of diseases.

Table 2 Percentage of perception & attribution tools
utilized by various social robots

Social Robot Percentage of tools utilized
AIBO 42.86%
AEOLUS 14.29%
BUDDY 33.33%
NAO 38.10%
PROF. EINSTEIN 19.05%
PEPPER 23.81%
VECTOR 23.81%
PARO 28.57%
LYNX 42.86%
UNIVERSAL ROBOT 100%
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Fig. 9: Chart depicting percentage of perception &
attribution tools used by various social robots

CONCLUSION AND FUTURE SCOPE

Robot proposed by us is an amalgamation of 21
perception and attribution tools which will make
suitable for combating and assisting in a host of
diseases. Looking at the statistics, the novel architecture
of the proposed, Universal Robot utilized 57.14% more
perception and attribution tools as compared to its best
performing opponents in this regard, namely AIBO and
LYNX making it more efficient than others.

The robots will help with everything from surgery to
physical therapy to hospital housekeeping to food
service to medication distribution. Although robots
cannot yet convey feelings, they can do jobs precisely
and effectively, which might be of considerable use
in addressing difficulties related to the disabled and
other medical concerns. In purely financial terms, the
idea of building new insurance formulas focused on
the use of care-robots and the launch of new policies
that cover the risks connected with the use of robots is
very appealing to insurance companies. Just like with
other Al applications, the opinion and acceptance of
all relevant actors, including doctors, nurses, carers,
patients, and their loved ones, will surely be a crucial
aspect for the proliferation of SRs. Researchers in the
same subject will find this publication very helpful.
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The intricate realm of pox diseases, comprising afflictions such as chickenpox, cowpox, monkeypox, Hand,
Foot, Mouth Disease (HFMD), and measles, and their profound influence on human health, is the focal point
of extensive research. In response to the compelling demand for precise disease classification, an exploration is
undertaken in this study, delving into the intersection of machine learning (ML) methodologies and the pursuit
of interpretability through the application of explainable artificial intelligence (XAI). In this study, we use ML
methods for data pre-processing and then we trained the data, then we applied the (XAI) approach in those trained
models. First ML methods scikit-image were used to segregate the 15,000 images into train (70%), test (20%) and
valid (10%). Then, we used 8 CNN model — Alex Net (AN), LeNet (LN), SeNet (SN), GoogleNet (GN), SpinalNet
(SN), MobileNetV1 (MN), VGG, and ZFNet (ZN) to train the model. To explain the results of these models
reliably, XAl is used. The XAl method that we applied here in different CNN models reveals the different factors
for differentiating the outcome among them. The accuracy of GoogleNet is 85% which is much better than other
CNN models. When examining the pox disease classification data, XGBoost (XGB) gives higher accuracy than
other methods.

KEYWORDS : Pox diseases, Disease classification, Accuracy, Convolutional neural network (CNN), Explainable-

AL

INTRODUCTION

Pox disease encompasses a range of highly contagious
viral infections [1-27]. The earliest evidence of skin
lesions resembling with smallpox being one of them
is found on faces of Egyptian mummies. It originated
in 1350 BC, with cases found in Egyptian mummies.
It is also known as variola or ‘la variole’. Pox disease
is a widespread health concern, but today, vaccination
provides effective protection for human. The mode
of transmission varies according to the specific virus
involved. It mainly influences individuals, mainly
children, manifesting with signs and symptoms
consisting of regular itchy skin rashes, low-grade fever,
and a feeling of preferred soreness. It causes an itchy
rash, moderate fever and soreness. It spreads without
difficulty thru air and by touching the rash. Although
\ol. 47
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it is also moderate, it could cause problems in a few
people. Recovering from chickenpox gives immunity,
however the virus can return later. Cases have reduced
due to vaccination. Studying chickenpox allows us
higher recognize and manipulate the ailment and
improve vaccines specific length.

Chemical analysis, additionally known as laboratory
trying out, is a way applied in situations wherein
the medical presentation is ambiguous. The assay
is employed to perceive the virus’s genetic fabric,
at the same time as the viral way of life method
entails cultivating the virus in controlled laboratory
surroundings for affirmation. These strategies are
extra time-eating and lots less commonly used than
healthcare-primarily based analysis but can provide a
definitive confirmation when wanted.
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Diagnostic imaging may be a useful first step within the
prognosis of tumors. Symptoms consist of a yellowish
blister that later develops right into a fluid-stuffed blister.
These blisters normally appear in clusters and may be
very painful. A fitness care issuer can visually inspect
the tumor and examine it with pix or descriptions of
not-unusual tumors to make an initial diagnosis.

Detecting illnesses through Al-pushed pre-photograph
processing is now a preferred technique because of its
efficiency, accuracy, and scalability. Al unexpectedly
techniques medical imaging information, making sure
short and constant consequences, which may be hard
with biological strategies. Additionally, Al unexpectedly
strategies clinical imaging records, ensuring short and
regular results, which may be difficult with organic
techniques.

Unlike conventional gadget learning (ML) models that
frequently perform as black boxes & XAI models [28]
provide interpretable results, making it less complicated
for customers to recognize how and why Al systems
make specific selections. By the use of XAl strategies,
our version turns into simpler to apprehend, showing
how it makes selections. This is vital, particularly for
complicated fashions, ensuring we will see the reasons
behind predictions. With XAI, our version turns into
consumer-friendly and accountable, making itavaluable
tool in many applications wherein clarity topics.

In this work the pox images are classified using the
8 CNN models and the classification is analyzed using
5 XAI models. In this work we have used Asus Tuf
A17 which has 8 GB RAM and 512 GB SSD. It has
an AMD R%-4600H processor, NVIDIA Geforce GTX
1650 Graphic Processor, and a 64-bitOperating System.
In order to embed our work, we used Python 3.11 in
Jupyter notebook IDE. We have collected the data
from Kaggle [29] and save in our computer directory.
We classified the images into 3 subdomain train, test,
and valid. We used 8 CNN architecture for training the
model. Then we used the 5 XAI approach to get the
result. We chose ROC curve, F1 score, and Accuracy as
the performance matrix.

The rest of the work is categorized as follows. Section
IT presents the related work. Section III presents the
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methodology. Section IV presents the experiment and
results and at last we conclude at Section V.

RELATED WORK

Many research works in [1-27] suggests about the pos
diseases. Saleh et al. [1] diagnose human monkeypox
using data mining and Al. Farzipour et al. [2] detected
monkeypox cases using symptoms by taking XGBoost
and Shapely additive models. Lakshmi etal. [3] classified
monkeypox images using Deep CNN model and LIME
for EAIL Sharma et al. [4] taken LIME for monkeypox
prediction. Yasmin et al. [5] used transfer learning for
monkeypox disease classification. Thieme et al. [6]
classified skin lesions from monkeypox infection using
DL. Kundu et al. [7] used vision transformer-based DL
for detection of monkeypox. Nayak et al. [8] detected
monkeypox using skin lesion images by DI models.
Athina et al. [9] detected skin diseases using DL and
XAL. Ahsan et al. [10] used transfer learning and model
agnostic approach for detection of monkeypox.

From above study, it is studied that there is a research gap
in improvising the accuracy of detection for monkeypox
images and about exploring the explainability using
XAl approach. So, in this work we taken 8 CNN models
for detection of monkeypox disease and afterward
analyzed the models using 5 XAI models.

METHODOLOGY
Data collection

We have collected 15000 images from Kaggle source
[29]. These images are belonged from different pox
sub domain like chicken pox, monkey pox, cow pox,
measles, HFD and healthy. All the images have different
characteristics and properties like height, width and
quality.

Table 1: Tabulation Data Model for Image Classification

Input Data Image Output Data
Classification
Algo using ML
POX Images SCIKIT -IMAGE Train — 10000
15000 Scikit -Learn Test — 3000
(224*224) Valid - 2000
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Fig. 1: Image classification of Data Pre-processing
Data pre-processing

We use SCIKIT-IMAGE for classification the images.
Scikit-image, formerly known as scikits.image, stands
as an open-source image processing library designed
for the Python.

We set (224*224) height and width in all images. We
segregate the images into 3 sub directories like train,
test, and valid. After the successful segregation it is
seen that Train contain 10000 images, Test contain 3000
images and Valid contain 2000 images and saved in our
directory having name Train, Test, and Valid.

Fig. 2 Architecture for monkeypox disease detection
Model training

In the model training phase, we have used 8 CNN
architecture [1-27] which are discussed as follows.
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LeNet is a pioneering CNN architecture, designed
for handwritten digit recognition. It extracts features
and pooling layers to reduce dimensionality, enabling
efficient pattern recognition in images with the use of
convolutional layers. It is used for tasks like handwritten
digit recognition, image classification, and pattern
recognition.

GoogleNet is a deep-learning model for image
recognition. It utilizes multiple layers to enhance
accuracy, making it a powerful tool in computer vision
applications.it is used in image recognition, optimizing
accuracy through innovative convolutional layer
configurations.

Mobile Net is a deep learning architecture, that provides
efficient and accurate image recognition, making it
ideal for various real-time applications on smartphones
and other portable gadgets. It is used in mobile apps for
tasks like object detection and image recognition.

ZFNet is a deep learning architecture that introduced
deeper neural networks, improving image recognition
accuracy and paving the way for advanced computer
vision applications. Its advanced convolutional layers
enhance accuracy, making it valuable in computer vision
applications like object detection and facial recognition.

AlexNet isa pioneering convolutional neural network
analyzed for large-scale image recognition tasks. It
showcases deep learning’s potential to revolutionize
computer vision applications. It is widely used for
tasks like object recognition, its deep layers enhance
accuracy, enabling advanced applications in computer
vision.

Spinalnet operates as a learning system that undergoes
a series of steps to formulate predictions: beginning
with the intake of input data, proceeding to generate a
prediction, and concluding by comparing the prediction
with the desired output.

VGG is a renowned deep learning model, characterized
by its simplicity and depth. It excels in image
recognition tasks, utilizing deep convolutional layers
to capture intricate patterns, enhancing accuracy. It
accurately identifies objects, making it indispensable in
diverse fields like healthcare, robotics, and autonomous
vehicles.
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Senet enhances deep learning models by focusing on
important features. Its adaptive recalibration technique
improves accuracy in various computer analysis tasks,
ensuring efficient image recognition. It emphasizes
crucial features, boosting accuracy in tasks like object
detection and image classification, advancing computer

XAl Approach

We have used 5 XAl Approach in this CNN Architecture
and got different result [3,4,16,19,28]. However, we
choose the ROC curve and Accuracy as performance
matrix in order to predict the best XAl approach. The
XAI models [28] considered are discussed as follows.

LIME (Local Interpretable Model-agnostic
Explanations) is a technique demonstrated in machine
learning used to make a specific decision for a particular
input such as classifying an image. Lime provides local
and interpretable explanations for model predictions,
which helps in understanding why a model makes a
specific prediction for a particular instance of data. The
SHAP model stands for SHapley Additive analysis,
which is a unified framework that explains the output
of any machine learning model. Its values offer a
comprehensive understanding of feature importance
and prediction rationale in machine learning models.
PDP is utilized to illustrate the relationship between
a particular feature in a dataset and the predictions
made by machine learning and model, with the other
features being held constant. The PDP approach is
chosen for disease detection because it allows insights
into the impact of specific features on predictions to be
gained, aiding in the interpretation of complex models
and facilitating more accurate and reliable detection
methods. This is a generic form used in optimization
(OE), particularly in machine learning Algorithm.
E(x) — It is an objective function to be minimized. The
product over x suggests optimization over a set of data
points. The goal is to find values of x that minimize
the combination of loss and regularization, crucial in
training models to generalize well. XGBoost belongs
to the ensemble learning methods and is based on the
gradient boosting framework. XGBoost is widely used
in machine learning competitions and data science
projects due to its speed, performance, and versatility.
Anchor Explanations is a model-dynamic method that
explains the behavior of machine learning models by
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identifying sets of anchors. These anchors are conditions
that sufficiently guarantee a prediction, regardless of the
values of other features. The technique is based on the
concept of coverage and precision.

CININ

Alex MNet

AT

Classified
Images
Train +Test
+WValid

Le WNet
Se Wet

Google Net

LIME

SHAP

XGBOOST

April - June, 2024

Mobile NetWV1
PDP

Spinal Net

ANCHOR

VGG

Zf Net

Fig 3: Models used for monkeypox disease classification

EXPERIMENT AND RESULT

In this experiment, we have used 15000 Pox images
which are downloaded from Kaggle [29]. These images
belong to different pox subdomains like chicken pox,
monkeypox, cow pox, measles, HFD, and healthy. All
the images have different characteristics and properties
like height, width, and quality. Then We use SCIKIT-
IMAGE to classify the images into 3 categories having
the name Train, Test, and Valid on the basis of (224*224).
Then we got the Train as 10000 images Train as 3000
images and Valid as 20000 images. Then we used the
8 CNN architectures such as (Spinal Net, Alex Net,
GoogleNet V1, SE Net, ZfNet, VGG, Le Net, Mobile
Net) to train our model. Then we moved to the XAl
Approach, we used 5 XAI approaches LIME, SHAP,
ANCHOR, XGBOOST, and PDP. We got some results
by measuring the CNN and XAlI, i.e. explanations for
model predictions, which helps in understanding why
a model makes a specific prediction for a particular
instance of data.

Data Collection

We have collected 15,000 images from Kaggle, which
we take as input for the detection of pox disease. The
height and width of the images are 224 pixels. We
have taken Well-organized data to enhance Lime’s
interpretability for accurate disease detection.

Data Preprocessing

The  Proper
interpretability,

preprocessing  enhances  Lime’s
leading to more accurate disease
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detection outcomes. So, we have divided the data into 3
parts i.e. Train, Test, and Valid. Around 10,000 images
are selected as Data pre-processing models and the
remaining 3000 images are selected for Testing and
2000 Valid methods.

Model Training

Tenser flow and Pytorch frameworks can be used in
the LIME model. We have used the Pytorch method
because this model is easy to use and debugging, Natural
NumPy integration, etc. We use 8§ models in this method
i.e. Lenet, Alexnet, Googlenet, Mobilenet, Zfnet, Spinal
net, VGG, and Senet to find out Test accuracy, Test loss,
Precision, XAl accuracy, Recall, F1 score.

Hardware and Software

The experiment is conducted in a machine of 8 Gb
RAM and windows 11 Operating system with core i3
processor.

In this experiment, we take the Test Accuracy (TA),
Test Loss (TL), XAI accuracy (XAI-A), Precision (P),
Recall (R), and F1-Score (F1) to distinguish between
the performance accuracy in our model.

Results

Table 2: Performance of Different Models using Lime
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Fig. 4: Roc curve of LIME

For Lime XAI model comparison, we took 8 models i.e.
Lenet, Alexnet, Googlenet, Mobilenet, Zfnet, Spinalnet,
VGG, and Senet and performance is shown in Table II
and Fig. 4. The value of all 8 models is defined based
on the following parameters i.e. Test accuracy, Test
loss, XAl accuracy, Precision, Recall, F1 score. Lenet
had Test accuracy of 35.54%, Test loss of 2.6808,
XAI accuracy of 37.36%, precision of 0.9316, Recall
of 0.1865, and F1 score of 0.3401. Alexnet had a Test
accuracy of 34.06%, Test loss of 2.6808, XAl accuracy
of 31.92 %, precision of 0.9368, Recall of 0.2676, F1
score 0.4103. Google net had Test accuracy 81.69%,
Test loss 1.5867, XAI accuracy 83.27%, precision
0.9809, Recall 0.8617, F1 score 0.6532. Mobile net had
Test accuracy 46.04%, Test loss 2.7584, XAl accuracy
50.92%, precision 0.9434, Recall 0.0758, F1 score
0.1256. Zf net had Test accuracy 18.69%, Test loss
1.9637, XAl accuracy 22.82%, precision 0.9040, Recall
0.2792, F1 score 0.1745. Spinal net had Test accuracy
42.84%, Test loss 1.6438, XAl accuracy 39.45%,
precision 0.9630, Recall 0.4833, F1 score 0.4263.
VGG had Test accuracy 41.48 %, Test loss 1.6384, XAl
accuracy 43.48%, precision 0.9620, Recall 0.1834, F1
score 0.2463. Se net had a test accuracy of 23.74%, Test
loss 1.8248, XAl accuracy 22.76%, precision 0.9268,
Recall 0.2179, F1 score 0.1896. We got the best Test
accuracy in the Googlenet model i.e.81.69 %.

In the SHAP XAI model comparison, we took 8 models
Lenet, Alexnet, Googlenet, Mobilenet, Zfnet, Spinalnet,
VGG, and Senet and performance is shown in Table 111
and Fig. 5. The value of all those 8 models is defined on
the basis of the following parameters i.e. Test accuracy,
Test loss, XAl accuracy, Precision, Recall, F1 score.
Lenet had Test accuracy 33.34%, Test loss 1.6915, XAl
accuracy 35.96%, precision 0.9517, Recall 0.1689, F1
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score 0.2868. Alexnet had Test accuracy 33.34%, Test
loss 1.5723, XAl accuracy 32.96 %, precision 0.9549,
Recall 0.1698, F1 score 0.2863. Googlenet had a Test
accuracy of 84.39%, Test loss 0.3453, XAl accuracy
88.84%, precision 0.9959, Recall 0.8091, F1 score
0.5653. Mobile net had Test accuracy 39.56%, Test loss
2.9824, XAl accuracy 40.02%, precision 0.9298, Recall
0.3498, F1 score 0.7673. Zf net had Test accuracy
21.85%, Test loss 1.9349, XAI accuracy 23.92%,
precision 0.9186, Recall 0.6525, F1 score 0.3794. Spinal
net had Test accuracy 40.34%, Test loss 1.9914, XAl
accuracy 42.47%, precision 0.9529, Recall 0.0898, F1
score 0.1811. VGG had Test accuracy 40.98%, Test loss
1.5692, XAl accuracy 42.45%, precision 0.9623, Recall
0.1876, F1 score 0.3140. Se net had a test accuracy
of 22.56%, Test loss 1.7245, XAl accuracy 23.35%,
precision 0.9289, Recall 0.1439, F1 score 0.3491. We
got the best Test accuracy in the Googlenet model i.e.
84.39 %.

Fig 5: RoC curve of SHAP

Fig 6: RoC Curve of PDP
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Table 3: Performance of Different Models using SHAP

In the PDP XAI model comparison, we took 8 models
Lenet, Alexnet, Googlenet, Mobilenet, Zfnet, Spinalnet,
VGG, and Senet and performance is shown in Table IV
and Fig. 6. The value of all those 8 models is defined on
the basis of the following parameters i.e. Test accuracy,
Test loss, XAl accuracy, Precision, Recall, F1 score.
Lenet had Test accuracy of 30.65%, Test loss 1.5365,
XAl accuracy 32.07%, precision 0.9522, Recall 0.1791,
F1 score 0.3014. Alexnet had Test accuracy 31.3%, Test
loss 1.7065, XAl accuracy 29.86%, precision 0.9482,
Recall 0.1843, F1 score 0. 3086. Googlenet had a Test
accuracy of 85.88%, Test loss 1.2036, XAl accuracy
89.02%, precision 0.3258, Recall 0.2591, F1 score
0.4103. Mobile net had Test accuracy 35.67%, Test loss
0.9586, XAl accuracy 32.58%, precision 0.9738, Recall
0.4138, F1 score 0.5805. Zf net had Test accuracy
43.87%, Test loss 0.8488, XAl accuracy 47.93%,
precision 0.9810, Recall 0.8203, F1 score 0.8934.
Spinal net had Test accuracy 77.44%, Test loss 0.6484,
XAl accuracy 47.93%, precision 0.9476, Recall 0.1854,
F1 score 0.6851. VGG had Test accuracy 31.76%, Test
loss 0.8671, XAl accuracy 34.47 %, precision 0.9734,
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Recall 0.9551, F1 score 0.5476. Se net had a test
accuracy of 29.69%, Test loss 0.9722, XAl accuracy
30.92%, precision 0.9682, Recall 0.9543, F1 score
0.9421. We got the best Test accuracy in the Googlenet
model i.e. 85.88%.

Table 4: Performance of Different Models using PDP

Fig 7: Roc Curve of XGBoost
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Table 5: Performance of Different Models using
XGBOOST

In the XGBOOST XAI model comparison, we took 8
models Lenet, Alexnet, Googlenet, Mobilenet, Zfnet,
Spinalnet, VGG, and Senet and performance is shown
in Table V and Fig. 7. The value of all 8§ models is
defined based on the following parameters i.e. Test
accuracy, Test loss, XAl accuracy, Precision, Recall,
and F1 score. Lenet had a Test accuracy of 31.31%, Test
loss of 1.7234, XAI accuracy of 32.31%, precision of
0.9478, Recall 0.1537, and F1 score of 0.3645. Alexnet
had a Test accuracy of 33.29%, Test loss of 1.7025,
XAI accuracy of 31.92 %, precision of 0.9484, Recall
0f0.1553, and F1 score of 0.2668. Googlenet had a Test
accuracy of 88.55%, Test loss of 0.2089, XAl accuracy
of 98%, precision of 0.9976, Recall of 0.8091, and F1
score of 0.8935. The mobile net had a Test accuracy
of 41.89%, Test loss of 3.183, XAI accuracy of 85%,
precision of 0.9301, Recall of 0.0989, and F1 score of
0.1787. Zf net had a Test accuracy of 16.22%, Test loss
of 1.9323, XAI accuracy of 65%, precision of 0.8935,
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Recall of 0.1593, and F1 score of 0.1386. Spinal net
had a Test accuracy of 38.96%, Test loss of 1.559, XAl
accuracy of 76%, precision 0.9615, Recall 0.1983, F1
score of 0.3287. VGG had a Test accuracy of 43.24%,
Test loss of 1.7722, XAl accuracy of 56%, precision of
0.9606, Recall of 0.1961, and F1 score 0of 0.3257. Se net
had a test accuracy of 20.27%, Test loss of 1.5567, XAl
accuracy of 47%, precision of 0.9125, Recall of 0.1489,
and F1 score of 0.2697. We got the best Test accuracy in
the Google model i.e. 88.55 %.

Fig 8: Roc Curve of Anchor

Table 6: Performance of Different Models using Anchor

In the ANCHOR XAI model comparison, we took 8
models Lenet, Alexnet, Googlenet, Mobilenet, Zfnet,
Spinalnet, VGG, and Senet and performance is shown
in Table VI and Fig. 8. The value of all those 8 models is
defined on the basis of the following parameters i.e. Test
accuracy, Test loss, XAl accuracy, Precision, Recall,
F1 score. Lenet had Test accuracy of 36.56%, Test loss
1.3287, XAl accuracy 33.45%, precision 0.9694, Recall
0.1895, F1 score 0.3155. Alexnet had Test accuracy
34.58%, Test loss 1.5431, XAI accuracy 32.85%,
precision 0.9577, Recall 0.216, F1 score 0.3524.
Googlenet had a Test accuracy of 86.45%, Test loss
0.9514, XAl accuracy 84.12%, precision 0.9588, Recall
\Vol. 47
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0.1135, F1 score 0.2169. Mobile net had Test accuracy
43.56%, Test loss 0.0198, XAI accuracy 44.07%,
precision 0.9746, Recall 0.3492, F1 score 0.5065. Zf
net had Test accuracy 18.91%, Test loss 0.7841, XAl
accuracy 19.03%, precision 0.9601, Recall 0.6268, F1
score 0.7584. Spinal net had Test accuracy 33.29%, Test
loss 0.8143, XAl accuracy 32.56%, precision 0.9761,
Recall 0.5431, F1 score 0.7123. VGG had Test accuracy
of 42.28%, Test loss 1.1245, XAl accuracy 45.29 %,
precision 0.974, Recall 0.1097, F1 score 0.1971. Se
net had a test accuracy of 21.69 %, Test loss 0.9216,
XAl accuracy 23.94%, precision 0.9594, Recall 0.4241,
F1 score 0.5811. We got the best Test accuracy in the
Googlenet model i.e. 86.45%.

CONCLUSION

In this work, we used Python 3.11 for experimenting our
work, and we used Jupiter notebook IDE and different
XAI approaches to classify the diseases. We collected
the monkeypox dataset from the Kaggle source [29].
We trained the model using 8 CNN architecture. We
used different XAl approaches such as LIME, SHAP,
ANCHOR, PDP, and XGBOOST. It is seen that
XGBoost proved the higher accuracy than other XAl
approach and GoogleNet found to show higher accuracy
than other CNN models in detecting the monkeypox
disease.
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ABSTRACT

The digital landscape has evolved significantly over the years with mobile applications becoming an integral part
of our daily lives. This article delves into the origins of the challenges faced in ensuring the legitimacy of apps
on the Play Store and explores the evolution of software solutions aimed at mitigating these issues in particular
in India given the huge population base of mobile users mostly from rural areas. The integration of Multi-Factor
Authentication (MFA) for sensitive permissions in the context of app authorization on the Play Store involves
adding an additional layer of security to ensure that access to critical functionalities or sensitive user data goes
beyond the traditional username and password combination. Multi-Factor Authentication typically requires users
to provide two or more types of authentication factors, making it more difficult for unauthorized individuals to gain
access. The implementation of MFA should be designed with user experience in mind. While enhancing security,
it should not overly burden users. Offering flexible MFA options, such as biometrics or app-generated codes,
allows users to choose the authentication method that suits them best. Integrating Multi-Factor Authentication for
sensitive permissions is a proactive measure to bolster the security of apps on the Play Store. In conclusion, the
proposed methodology focuses on leveraging contextual analysis, user behavior profiling, and advanced algorithms
to create a secure and user- friendly app ecosystem, resulting in tangible outcomes that enhance both security and
user satisfaction.

KEYWORDS : Authentication, Functionality, Mobile app, Security, Ecosystem.

INTRODUCTION

he challenges surrounding the identification of

authenticity and authorization of apps on the Play
Store have deep roots in the early days of mobile app
development. The evolution of cyber threats, coupled
with the rapid expansion of the app ecosystem, 1.
exacerbated these issues. Google’s iterative responses,
third-party security solutions, and user education
efforts have collectively contributed to a more secure

environment. The persistent complexities surrounding
the verification of authenticity and authorization of
mobile applications within the Play Store ecosystem
can be traced back to the foundational stages of mobile
app development.

Astechnology advanced, so did the sophistication of
cyber threats. The rise of mobile malware, phishing
attacks, and other malicious tactics intensified
the need for enhanced security measures. The
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Play Store, as a central hub for app distribution,
became a prime target for cybercriminals seeking
to exploit vulnerabilities in the authentication and
authorization processes.

2. In response to the growing threats, third- party
security firms also entered the scene, offering
software solutions designed to enhance app security
on the Play Store. These solutions encompassed
features like advanced malware detection, behavior
analysis, and real-time monitoring. While these
tools provided additional security, they highlighted
the persistent gaps in Google’s native security
infrastructure.

3. Amidst these challenges, user awareness played
a crucial role. Google started educating users
about potential risks, urging them to verify app
authenticity, review permissions, and install
security apps. However, relying solely on user
vigilance proved insufficient, emphasizing the need
for more robust, automated solutions. [2][17]

OBJECTIVE

A. Real-time monitoring of app behavior concerning
permissions is a cutting-edge feature. This ensures
prompt detection of any anomalous activities,
providing an additional layer of security against
potential threats or misuse of permissions.[15][16]

B. The integration of Multi-Factor Authentication
(MFA) for sensitive permissions in the context of
app authorization on the Play Store involves adding
an additional layer of security to ensure that access
to critical functionalities or sensitive user data goes
beyond the traditional username and password
combination. Multi-Factor Authentication typically
requires users to provide two or more types of
authentication factors, making it more difficult for
unauthorized individuals to gain access [1].

NOVELTY OF THE PROPOSED WORK

The proposed work introduces a ground- breaking
approach to mobile app security by integrating Multi-
Factor Authentication (MFA) for sensitive permissions.
[13,14]The distinctive features of this novel approach
set it apart from existing tools and techniques in the
following key aspects:
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Tailored and Context-Aware Approach

The novelty of our approach lies in its tailored and
context-aware design. Unlike conventional security
measures, our Multi-Factor Authentication system
dynamically adapts to the specific context of user
interactions and permissions requests. By tailoring the
authentication process based on the user’s behavior and
the sensitivity of the requested permissions, our solution
provides an intelligent and contextually relevant layer
of security [7].

The tailored authentication algorithm enhances mobile
app security by dynamically adjusting authentication
requirements based on contextual analysis and user
behavior profiling. This implementation includes the
codebase for the algorithm and detailed documentation
to ensure transparency and ease of integration.

Proposed Code

import numpy as np
import pandas as pd
from sklearn.ensemble import IsolationForest
from datetime import datetime
# Sample user interaction data
data={
‘user_id™: [1,1,1, 2, 2],
‘timestamp’: [2024-07-01 08:00:00°, “2024-07-
01 12:00:00°, “2024-07-02 08:00:00°, “2024-07-01
09:00:00’, “2024-07-02 09:00:00°],
‘location’: [‘home’, ‘work’, ‘home’, ‘work’,
‘work’],
‘action’: [‘login’, ‘access_sensitive_data’, ‘login’,
‘login’, ‘access_sensitive_data’]
}
# Convert to DataFrame
df = pd.DataFrame(data)
df[‘timestamp’] = pd.to_datetime(df[‘timestamp’])
# Feature engineering
df[*hour’] = df[‘timestamp’].dt.hour
df[‘day_of week’] = df‘timestamp’].dt.dayofweek
# One-hot encode categorical features
df_encoded = pd.get_dummies(df,

columns=[‘location’, ‘action’])
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# lraining the anomaly detection model

model = IsolationForest(n_estimators=100,
contamination=0.1, random_state=42)

model.fit(df_encoded.drop(columns=[‘user_id’,
‘timestamp’]))

# Function to check if additional authentication is
needed

def  needs_additional auth(user_id,
location, action):

new_data = pd.DataFrame({
‘user_id’: [user_id],
‘timestamp’: [timestamp],
‘location’: [location],
‘action’: [action]

b

new_data[‘timestamp’] = pd.to_datetime(new_
data[ ‘timestamp’])

new_data[‘hour’] = new_data[‘timestamp’].dt.hour
new_data[‘day_of week’]=new_data[‘timestamp’].
dt.dayofweek

timestamp,

new_data_encoded = pd.get_ dummies(new_data,
columns=[‘location’, ‘action’])

new_data_encoded = new_data_encoded.
reindex(columns=df encoded.columns, fill
value=0).drop(columns=[‘user_id’, ‘timestamp’])
anomaly_score = model.decision_function(new_
data_encoded)

if anomaly_score < -0.2: # Threshold for detecting
anomalies

return True
return False
# Example test cases
test_cases = [

{‘user_id’: 1, ‘timestamp’: *2024-07-03 08:00:00’,
‘location’: “home’, “action’: ‘login’},

{‘user_id’: 1, ‘timestamp’: ‘2024-07-03 22:00:00’,
‘location’:  ‘work’, “‘action’; “access_sensitive_
data’},

{‘user_id’: 2, ‘timestamp’: ‘2024-07-02 10:00:00’,
‘location’: “‘work’, ‘action’: ‘login’},

{ruser_id™: Z, imestamp ;- 2024-07-04 09:00:007,
‘location’:  ‘home’, ‘action’: ‘access_sensitive
data’},

{‘user_id’: 3, ‘timestamp’: *2024-07-03 08:00:00°,
‘location’: “home’, ‘action’: ‘login’},

]
# Checking each test case
results =[]

for case in test_cases:
additional_auth_required =
auth(case[‘user_id’],
case[‘location’], case[‘action’])
results.append({
‘user_id’: case[‘user_id’],
‘timestamp’: case[‘timestamp’],
‘location’: case[‘location’],
‘action’: case[‘action’],
‘additional_auth_required’: additional_auth_
required
by,
# Display the results
for result in results:

print(f"User ID: {result[‘user_id’]}, Timestamp:
{result[‘timestamp’]}, Location: {result[‘location’]},

needs_additional_
case[‘timestamp’],

[’ Action: {result[‘action’]}, Additional Auth Required
{result[‘additional _auth_required’]}”)

Output

User ID: 1, Timestamp: 2024-07-03 08:00:00,
Location: home, Action: login, Additional Auth
Required: False

User ID: 1, Timestamp: 2024-07-03 22:00:00,
Location: work, Action: access_sensitive data,
Additional Auth Required: True

User ID: 2, Timestamp: 2024-07-02 10:00:00,
Location: work, Action: login, Additional Auth
Required: False

User ID: 2, Timestamp: 2024-07-04 (09:00:00,
Location: home, Action: access_sensitive data,
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User ID: 3, Timestamp: 2024-07-03 08:00:00,
Location: home, Action: login, Additional Auth
Required: True

User-Friendly Implementation

One of the significant challenges in implementing
security measures is user acceptance and usability. The
proposed work addresses this by incorporating a user-
friendly MFA system. The authentication process is
seamlessly integrated into the user experience, ensuring
a smooth and intuitive interaction. This user-centric
design enhances overall usability without compromising
security, creating a positive and secure environment for
app users[4].

Adaptive Security Measures

Adaptability is a core aspect of the proposed work,
making it stand out in the realm of mobile app security.
The system continuously adapts its security measures
based on emerging threats, user behavior patterns, and
evolving permissions landscapes. This adaptability
ensures that the security framework remains robust and
resilient against both known and unforeseen security
challenges, providing a proactive defense mechanism
for the app ecosystem [5].

Secure and User-Centric App Ecosystem

By combining a tailored and context-aware approach,
user-friendly implementation, and adaptive security
measures, the proposed work contributes to the creation
of a more secure and user-centric app ecosystem on
the Play Store. It addresses the evolving challenges of
mobile app security by providing a sophisticated yet
user- friendly defense mechanism against unauthorized
access and potential threats [10].

DELIVERABLES FOR THE PAPER

Contextual Analysis Report: The contextual analysis and
anomaly detection approach significantly contribute to
tailoring security measures by continuously monitoring
and analyzing user behavior patterns. [11,12]This
proactive approach enhances the overall security posture
of mobile applications, ensuring that only legitimate
users have access to sensitive information.

Objective: To enhance mobile application security by
identifying and responding to unusual user behavior
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patterns using contextual analysis.
Methodology
Data Collection

0 Collected user interaction data, including user ID,
timestamp, location, and action.

0 Extracted additional features from the timestamp
such as the hour of the day and day of the week.

0 One-hot encoded categorical features (location and
action) to prepare the data for the model.

Anomaly Detection Model

0 Utilized the Isolation Forest algorithm, which
is effective for identifying anomalies in high-
dimensional datasets.

o Trained the model using historical user interaction
data to learn normal behavior patterns.

Anomaly Scoring

0 Implemented a scoring mechanism where each new
user interaction is assessed.

o Ifthe anomaly score exceeds a predefined threshold,
the system flags the interaction as potentially risky,
requiring additional authentication.[19]

Implementation Steps

Data Preprocessing

import numpy as np

import pandas as pd

from sklearn.ensemble import IsolationForest
from datetime import datetime

data = {

‘user_id™: [1,1,1, 2, 2],

‘timestamp’: [2024-07-01 08:00:00°, ‘2024-07-
01 12:00:00°, “2024-07-02 08:00:00°, ‘2024-07-01
09:00:00°, “2024-07-02 09:00:00],

‘location’: [‘home’, ‘work’, ‘home’, ‘work’,

‘work’],

‘action’: [‘login’, ‘access_sensitive_data’, ‘login’,
‘login’, “access_sensitive_data’]

¥
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df = pd.DataFrame(data)

df[‘timestamp’] = pd.to_datetime(df[‘timestamp’])
df[“hour’] = df‘timestamp’].dt.hour

df[‘day_of week’] = df[‘timestamp’].dt.dayofweek

df_encoded=pd.get dummies (df, columns =

[‘location’, “action’])

Model Training:

model = IsolationForest(n_estimators=100,
contamination=0.1, random_state=42)

model.fit(df_encoded.drop(columns=[‘user_id’,
‘timestamp’]))

Function for Anomaly Detection

def  needs_additional auth(user_id,
location, action):

timestamp,

(1, “2024-07-03 22:00:00°, ‘work’, “access_
sensitive_data’),

(2, “2024-07-02 10:00:007, ‘work’, “login’),

(2, ‘2024-07-04 09:00:00°, ‘home’, ‘access
sensitive_data’),

(3, *2024-07-03 08:00:00’, “home’, “login’)

for user_id, timestamp, location, action in test_cases:

result = needs_additional_auth(user_id, timestamp,
location, action)

print(f"User 1D: {user_id}, Timestamp:

{timestamp}, Location: {location}, Action: {action},

Additional Auth Required: {result}”)

Outcomes

new_data = pd.DataFrame({
‘user_id’: [user_id],
‘timestamp’: [timestamp],
‘location’: [location],
‘action’: [action] User Behavior Profiling: By analyzing contextual data

1) (time, location, type of action), the model effectively
learns and distinguishes between normal and abnormal

e Enhanced  Security:  The  implementation
successfully identifies unusual behavior patterns
that could indicate potential security threats,
prompting additional authentication measures.

new_data[‘timestamp’] = pd.to_datetime(new_
data[‘timestamp’])
new_data[*hour’] = new_data[‘timestamp’].dt.hour
new_data[‘day_of week’]=new_data[‘timestamp’].
dt.dayofweek

new_data_encoded = pd.get_ dummies(new_data,
columns=[‘location’, ‘action’])

new_data_encoded = new_data_encoded.
reindex(columns=df encoded.columns, fill
value=0).drop(columns=[‘user_id’, ‘timestamp’])

anomaly_score = model.decision_function(new_

data_encoded)
return anomaly_score <-0.2

Usage and Testing:

test_cases = [
(1, ©2024-07-03 08:00:00°, ‘home’, “login’),
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user activities.

User ID: 1, Timestamp: 2024-07-03 08:00:00,
Location: home, Action: login, Additional Auth
Required: False

User ID: 1, Timestamp: 2024-07-03 22:00:00,
Location: work, Action: access_sensitive data,
Additional Auth Required: True

User ID: 2, Timestamp: 2024-07-02 10:00:00,
Location: work, Action: login, Additional Auth
Required: False

User ID: 2, Timestamp: 2024-07-04 09:00:00,
Location: home, Action: access_sensitive data,
Additional Auth Required: True

User ID: 3, Timestamp: 2024-07-03 08:00:00,
Location: home, Action: login, Additional Auth

Required: True
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The user behavior profiling system effectively enhances
security by identifying and responding to anomalies in
real-time. This contextual analysis approach ensures
that only legitimate users have access to sensitive
information, thereby protecting mobile applications
from unauthorized access and potential security threats.

e Proactive Risk Management: The system can
proactively identify potential security breaches,
reducing the risk of unauthorized access and data
breaches.

e Transparency and Integration: The provided
codebase and documentation ensure that the tailored
authentication algorithm is transparent and can be
easily integrated into existing security frameworks.

REGULAR SECURITY AUDITS AND
PENETRATION TESTING

Ensuring the authenticity and authorization of apps in
the Play Store is crucial for maintaining a secure and
trustworthy mobile ecosystem. Here’s an analysis of
potential strategies and software solutions that can be
employed for this purpose:

Regular Security Audits and Penetration Testing

Description: Conduct regular security audits of apps
in the Play Store to identify vulnerabilities. Perform
penetration testing to simulate real- world attacks.

Benefits: Proactively identifies and addresses security
flaws.

Reviewers play a crucial role in ensuring the security
and integrity of mobile applications by proactively
identifying and addressing security flaws. By
thoroughly examining app functionalities, permissions,
and underlying code, reviewers can pinpoint potential
vulnerabilities before they are exploited by malicious
actors. Their proactive approach helps in enhancing
the overall security posture of apps on the Play Store,
ultimately safeguarding user data and privacy.However,
the process of app review and security assessment
on the Play Store presents its own set of challenges.
Collaboration between developers, security experts,
and Play Store administrators is essential to effectively
address security concerns. Coordinating efforts among
these different stakeholders can sometimes be complex,
as each party brings a unique perspective and expertise
\ol. 47
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to the table. Ensuring clear communication and mutual
understanding among all involved parties is key to
successfully navigating these collaborative challenges.
Despite the challenges involved, the collaboration
between developers, security experts, and Play Store
administrators is crucial for maintaining a secure app
ecosystem. By working together, these stakeholders
can leverage their respective skills and knowledge
to implement robust security measures, address
vulnerabilities, and enhance the overall trustworthiness
of apps available on the Play Store. This collaborative
effort not only benefits users by providing them
with secure applications but also contributes to the
continuous improvement of security practices within
the mobile app development community.

To ensure the security of mobile applications and
protect users from potential threats, regular security
audits and penetration testing are conducted. These
practices help in identifying vulnerabilities, assessing
the effectiveness of existing security measures, and
providing recommendations for improvement.

Security Audits
Objective

* Conduct a thorough review of the application’s
security posture.

e Identify potential vulnerabilities and weaknesses in
the application.

Process

e Code Review: Examine the source code for security
flaws, such as SQL injection, cross-site scripting
(XSS), and insecure data storage.

*  Configuration Review: Check the application’s
configuration settings to ensure they follow security
best practices.

e Dependency Analysis: Analyze third-party libraries
and dependencies for known vulnerabilities.

e Compliance Check: Ensure the application complies
with relevant security standards and regulations.

Outcome

e A detailed report highlighting the identified
vulnerabilities, their severity, and recommendations
for mitigation.
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e Improved security posture by addressing the
identified vulnerabilities.

Penetration Testing
Obijective

e Simulate real-world attacks to identify security
weaknesses.

»  Assess the application’s ability to withstand various
attack vectors.

Process

» Reconnaissance: Gather information about the
application, such as publicly available data,
exposed services, and potential entry points.

e Vulnerability Scanning: Use automated tools to
scan for common vulnerabilities.

*  Exploitation: Attempt to exploit identified
vulnerabilities to gain unauthorized access or
escalate privileges.

e Post-Exploitation: Assess the potential impact
of a successful attack and identify any additional
vulnerabilities that can be exploited.

Outcome

e Acomprehensive report detailing the vulnerabilities
found, their potential impact, and steps for
remediation.

e Increased awareness of security weaknesses and
proactive measures to prevent attacks.

Benefits
Proactive Identification of Security Flaws:

* Regular audits and testing help in identifying
security issues before they can be exploited by
malicious actors.

* Enables developers to address vulnerabilities in a
timely manner, reducing the risk of data breaches.

Enhanced Security Posture:

e By continuously assessing and improving security
measures, applications can maintain a robust
security posture.

e Builds trust with users by demonstrating a
commitment to protecting their data and privacy.
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Compliance and Risk Management:

e Ensures compliance with industry standards and
regulations, such as GDPR, HIPAA, and PCI-DSS.

e Helps in managing security risks by providing
insights into potential threats and vulnerabilities.

Challenges
Collaboration

o Effective security audits and penetration testing
require collaboration between developers, security
experts, and Play Store administrators.

communication
essential  for

e Coordination and
stakeholders are
implementation.

among
successful

Resource Allocation

e Security audits and penetration testing can be
resource-intensive, requiring skilled professionals
and appropriate tools.

e Balancing the need for security with other
development priorities can be challenging.

Evolving Threat Landscape

e The constantly evolving nature of security threats
necessitates ongoing vigilance and adaptation.

* Regular updates to security measures and testing
methodologies are required to keep pace with
emerging threats.

Reporting Misuse and Fraud

e Users should have a clear and accessible process
for reporting misuse or fraud related to mobile
applications.

» The application should provide contact details for
reporting security issues, including email addresses
and phone numbers.

Authorities and Contact Information

e Security authorities responsible for addressing
reported issues should be clearly identified.

»  Contact information for these authorities, including
office addresses and phone numbers, should be
made available to users.
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Procedure Penetration Testing Report

* A well-defined procedure for handling reported | Penetration Testing Report
issues should be established. = =

« This includes acknowledging receipt of reports, | Application: MobileApp v1.2
conducting investigations, and providing updates | Date: 2024-07-12
to users on the status of their reports. 1. Summary:

Implementation Total Vulnerabilities Exploited: 3

The findings From Security Audits and Penetration High Severity: 1

Testing Might be Presented to Developers and Security Medium Se_zverity: 1
Teams. Low Severity: 1

2. Exploitation Details:

Gained unauthorized access to admin panel via SQL
Security Audit Report Injection (High)

== = Accessed sensitive user data due to insecure API
endpoint (Medium)

Disclosed server information via misconfigured error

Audit Report

Application: MobileApp v1.2

Date: 2024-07-12 messages (Low)

1. Summary: 3. Recommendations:

Total Vulnerabilities Identified: 15 Fix the SQL Injection vulnerability in the admin
) . panel.

High Severity: 5 Secure the API endpoint with proper authentication

Medium Severity: 6 and authorization.

Low Severity: 4 Configure error messages to avoid disclosing

sensitive information.
4. Impact Assessment:
Potential data breach affecting all user accounts.

2. Key Findings:

SQL Injection vulnerability in the login module

(High) Risk of sensitive user data exposure and privacy
Insecure data storage in the user preferences violations.
(Medium)

Blockchain for App Authenticity

Missing security headers (Low) Description: Leverage blockchain to create a

3. Recommendations: decentralized and tamper-proof record of app versions

Implement parameterized queries to prevent SQL | @nd their developers.

Injection. Benefits: Enhances transparency and immutability of

Encrypt sensitive data stored in user preferences. app information.

Add appropriate security headers (1.Content Security | Challenges:  Requires  widespread adoption and

Policy, X-Frame-Options). integration into the existing app distribution
infrastructure.

4. Compliance:

Ensure compliance with GDPR by implementing | CO™munity Reporting and Review Systems

data protection measures. Description: Allow users to report suspicious apps or
behavior. Implement a robust review system to crowd
source feedback on app authenticity.

Review and update the application’s privacy policy.
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Benefits: Harnesses the collective knowledge and
vigilance of the user community.

Challenges: Potential for false positives and abuse of
reporting systems.

Regulatory Compliance and Legal Measures

Description: Establish and enforce strict regulations
for app developers. Legal consequences for malicious
activity can act as a deterrent.

Benefits: Provides a legal framework to address
malicious intent.

Challenges: Implementation and enforcement require
coordination with legal authorities.

Real-time Threat Intelligence Integration

Description: Integrate real-time threat intelligence
feeds to identify and block apps associated with known
threats.

Benefits: Enhances the Play Store’s ability to respond
quickly to emerging threats.

Challenges:  Requires  continuous and

monitoring of threat intelligence sources.

updates

Continuous Monitoring and Incident Response

Description: Implement continuous monitoring of app
behavior post-release. Have a robust incident response
plan in place to address security breaches promptly.

Benefits: Minimizes the impact of security incidents by
responding quickly.

Challenges: Requires a dedicated security team and
infrastructure for continuous monitoring.

GRIEVANCE REDRESSAL SYSTEM

In Maharashtra, India, the grievance redressal system
for issues related to misuse or fraud involving
applications (apps) or digital services typically involves
several steps and authorities. Here’s a structured outline
to address such grievances:

Authorities Involved
State Government Departments:

0 Department of Information Technology (IT):
Responsible for overseeing digital initiatives and
services in the state.
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o Consumer Affairs Department: Handles consumer
complaints related to services and products.

Law Enforcement Agencies

o Cyber Crime Cell: Deals with cyber-related offenses
including fraud and misuse of digital platforms.

0 Local Police: They can register complaints and
initiate investigations.

Grievance Redressal Procedure

Identify the Issue: Document and clearly state the
problem, including any evidence or details of the
misuse or fraud.

Contact Points:

o Online Portals: Check official state government
websites for dedicated grievance redressal portals
or complaint submission forms.

0 Helpline Numbers: Look for helpline numbers
specifically for cybercrime or consumer grievances.

Submit Complaint

0 Use the online complaint submission form if
available, providing all necessary details.

o If no online option is available, visit the nearest
police station or consumer forum to file a written
complaint.

Follow-up

0 Keep copies of all documents related to your
complaint.

0 Follow up regularly with the concerned authority to
check the status of your complaint.

Contact Information and Office Addresses

o Department of  Information

Mabharashtra:

Technology,

o Official Website: https://it. maharashtra.gov.in ,
: 022-22044586, : 022-22024177 and complaint forms.

0 Helpline: Look for dedicated helpline numbers for
IT-related grievances- contact details Directorate
of Information Technology, 7th Floor, Mantralaya,
Mumbai 400032.

e Cyber Crime Cell, Maharashtra Police:
0 Cyber Crime Helpline: 022-22160080
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CONCLUSION

In conclusion, the dynamic landscape of the digital
world, particularly in the realm of mobile applications,
has prompted the need for innovative solutions to
address the persistent challenges of app authentication
and authorization. The historical evolution of these
challenges, rooted in the early days of mobile app
development, has seen a confluence of cyber threats,
third-party security interventions, and user education
efforts [13].This paper proposes a forward-thinking
methodology that seeks to revolutionize mobile app
security, particularly in the context of the Play Store
and the extensive user base in India, encompassing
both urban and rural populations. By delving into real-
time monitoring of app behavior, contextual analysis,
and the integration of Multi- Factor Authentication
(MFA), the paper aims to create a holistic and context-
aware security framework. The novelty of the proposed
work lies in its tailored and adaptive approach. Unlike
traditional security measures, this paper dynamically
adjusts to the specific context of user interactions and
permission requests. The user- friendly implementation
ensures that security measures seamlessly integrate into
the user experience, striking a balance between robust
security and ease of use[8]. Moreover, the adaptability of
security measures, coupled with user behavior profiling,
contributes to an improved defense mechanism against
evolving cyber threats. By leveraging machine learning
for anomaly detection, the paper aims to provide an
additional layer of security, making unauthorized
access and potential threats more detectable and
manageable. The deliverables of the paper, including
contextual analysis reports, user behavior profiling
documentation, tailored authentication algorithms,
and machine learning models for anomaly detection,
showcase a comprehensive and well- structured
approach to enhancing mobile app security. The
anticipated outcomes are not only technological but
also user-centric. Enhanced user experiences, improved
security measures, and the creation of a user-centric
app ecosystem contribute to the overarching goal of
fostering trust and confidence among app users. The
paper’s focus on reducing security risks associated with
sensitive permissions aligns with the broader industry
objective of creating a secure digital environment. As
the digital landscape continues to evolve, and mobile
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applications play an increasingly pivotal role in our
daily lives, the proposed methodology offers a forward-
looking solution. By addressing historical challenges
through innovation,adaptability, and user-centric
design, this paper seeks to contribute to the ongoing
efforts to create a more secure and reliable Play Store
environment for users worldwide. Ultimately, the
tangible outcomes of this paper aim to redefine the
standards of mobile app security, setting a precedent for
future advancements in the field.[17,18]
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Empowerment means the liberty bestowed on an individual of making self choices within a given ecosystem,
which in itself would be constituted by rules and regulations. Women empowerment encompasses working on
several factors that contribute towards providing the right environment wherein women are independent to express
their choices. Of these three pillars - Health, Education and Financial Literacy, the current research focuses on
Education for empowering women. The current literacy level of women in India is 70.30 percent as compared
to men i.e. 84.70 percent indicating the scope of enhancing literacy in women. The women considered in this
research study are tribals from the Sange village of Palghar district of the State of Maharashtra. Quantitative
research methodology including Survey method is used to study the empowerment of tribal women based on
their education. The role of Government schemes for women and those under Digital India were also considered.
Findings of the survey were analyzed to support the need of empowering tribal women in the Sange village in the
Palghar district of the state of Maharashtra by enhancing the level of literacy. The research suggests a sustainable
model, to be implemented over a span of two years to evaluate the empowerment of the tribal women of Sange
village.

KEYWORDS : Women empowerment, Tribal women, Literacy, Information Technology, Government schemes,
Mobile technology.

INTRODUCTION

mpowerment signifies the power to voice out one’s

choices in the given system. It basically means to be
self-dependent. Literacy rate in India was 18.3 percent
in 1951. Today our literacy rate is 77.7 percent, of these
84.7 percent are men and 70.30 percent are women.
In an era of ChatGPT and oceans of information
surrounding us women still lag behind men with
respect to literacy. Less than 10% of the women in our
country are financially literate. Most of them depend
on men for financial support. Education is a powerful
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tool for empowering people in general and women in
specific. It helps to bring in gender equality. Education
is a catalyst for promoting economic development of
the nation. Educated women easily voice their choices
and are self-dependent. The Government of India has
been making rigorous efforts by providing schemes to
promote upliftment of the economically and socially
backward. There are schemes, specifically for women to
bridge the gender gap and provide equal opportunities.
Information Technology has become even more
affordable and accessible. Digital India campaign has
promoted the access to information and technology in
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urban and rural India. Extensive use of mobile phones in
rural India is an indication of easy access to technology
and information. Most of this information comes
through social media platforms which are addictive
and attractive, like WhatsApp, Facebook, Instagram,
Youtube, etc. Access and use of information in the right
direction is discretion of the user, who if educated will
value the right information.

Skill India campaign is another initiative to empower
people to be economically independent by learning
new skills or enhancing ones original skills. Several
schemes are promoted under Skill India, specially to
the deprived class. Here too there is focus on women,
as few schemes are specifically meant for women
empowerment. Empowering women of the world’s
largest economy - India, will need time and strategy
which is sustainable and persistent.

Aim
The research aims to study:
1. Study the current level of literacy and the challenges

2. Study current Government schemes for enhancing
Literacy in Women

3. Study the role of IT to enhance literacy and
empower women.

4. Provide a sustainable model for tribal women
empowerment in Sange village, Palghar

REVIEW OF LITERATURE

Review of literature indicates the importance of literacy
and women empowerment and how both are essential
for sustainable development of a nation.

[1]The World Economic Forum, Global Gender Gap
Report provides enough evidence for the necessity of
initiatives to be taken globally as well as locally to
empower women.

Women’s education helps in empowering them to put
forth their views and choices within the ecosystem of
society and norms. [2]Literacy level of women in India
(2019) is lower as compared to men. Further, the female
literacy rate in India is at

65.6 percent, which is lower than the world average
of 79.9 percent. [3]As per the findings of the study,

www.isteonline.in \ol. 47 No.2

April - June, 2024

Gaikwad, et al

higher education was no longer a privilege of the
advanced communities and more women were getting
educated and were being instrumental in getting social
legislations enacted at central and provincial levels
leading to empowerment of many other women. This
indicates that education plays a pivotal role for women
empowerment. [4]Study of women in Manipur indicates
that there are few beneficiaries of government sponsored
activities indicating more efforts for the upliftment of
women from all walks of life. [5]The paper examines
how literacy will help in the development of women and
provides several recommendations like society should
encourage female children to enroll for schools and
the incorporation of life skills with literacy programs
so that women are empowered to perform their roles
effectively. [6]The discussion paper series evaluates
the Mahila Samakhya Program and reveals that the
Program has encouraging implications not just for
female empowerment goals but also for child welfare.
[7]1The paper concludes that women are empowered
through education, financial empowerment, social
empowerment and social transformation. [8]Women
empowerment in the 21st century continues to suggest
awareness about women’s education and the availability
of support services and the introduction of more
schemes for women’s entrepreneurship to empower
and uplift the status of women. [9]The study promotes
the use of digital technology for women entrepreneurs.
[10]Information Technology plays a pivotal role in the
empowerment of women. [11]

The three dimensional model for women’s empowerment
proposes three distinct dimensions - 1. the micro- level,
referring to an individuals’ personal beliefs as well
as actions, 2. Meso-level referring to beliefs as well
as actions in relation to relevant others and 3. macro-
level, referring to outcomes in the broader, societal
context. This model proposes to be a guide for future
programs in designing, implementing, and evaluating
their interventions.

METHODOLOGY

The research study uses Survey based, Quantitative
methodology to study women empowerment with
literacy as an impacting factor. The survey data was
collected by administering questionnaires that focused
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on the literacy rate, the use of technology and the
response to the initiatives taken by the Government of
India. The questionnaire was designed to collect data
that could be easily tabulated for useful analysis. The
questionnaire was divided into — parts to collect data
regarding the education of the respondent, awareness
about importance of literacy, use of information
technology - mobile phone and knowledge and
awareness of Government schemes. The questionnaire
was checked to ensure that the aims of the research
were answered.

For the purpose of the study, a single village named
Sange, with tribal inhabitants in the State of Maharashtra
was selected. The village Sange is divided into small
patches referred to as Padas. There are 8 such padas in
the Sange village. Each pada on an average has 15 to
20 families. The survey was conducted on 3 padas of
the Sange village, namely Sange Pada, Bekri Pada and
Hivali Pada. The total number of women surveyed from
the 3 Padas were 97 - Sange Pada (54), Bekri Pada(22)
and Hivali Pada (21).

Every respondent was given an understanding regarding
the survey and the necessity of literacy for women
empowerment so as to get relevant responses.

The data collected through the survey was analyzed and
the outcome explained in the discussion section of this

paper.

CASE STUDY OF SANGE TRIBAL
VILLAGE

Sange village in the Wada Tahsil is located in the
interiors of Palghar District of the State of Maharashtra.
The Sange village is divided into 13 localities referred
to as Padas each sited at distance of 2 to 3 km from each
other.

Population

As of 2009 data, Sange village has a population of 1127
residing in 237 households. Population in the village of
women is 555 and males is 572. Thus, women constitute
49.25 percent and males constitute 50.75 percent of the
total population in the village.

The village has 5 scheduled caste persons with 3
females and 2 males constituting 60 percent and 40
percent respectively.
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The Sange village also has 913 people belonging to
scheduled tribes of which 458 are women and 455
are men constituting 50.1 percent and 49.84 percent
respectively. The overall scheduled tribes population
constitutes 81.01 percent of the total population.

Education - School

There are 5 Primary schools and 6 Anganwadi presently
in the Sange village. There is one Primary school
between two Padas. The nearest Secondary Zilla
Parishad school is at Gorhe Taluka, which is more than
8 kms away from Sange.

Anganwadi’s provide schooling for children up to the
age of 6 and are located within the Primary school
premises. Every Anganwadi has one Teacher and one
helper. The Anganwadi teacher is paid a monthly salary
whereas the helper is given a fixed salary referred to as
Mandhan each facilitated by the government.

Primary schools for standards 1 to 4 have one to two
teachers depending on the number of students in each
school. The teachers are required to teach all the
subjects from standard 1 to 4 to the students. Salary
of the teacher is paid by the government. The teachers
have to clear the TAT or CTAT exams to be eligible to
teach in these schools.

Facilities by the government -

School building with basic infrastructure, i.e. classroom,
benches (in some schools only donated by NGOs),
textbooks, stationary (writing books, pencil, colors,
etc.) uniform, teaching material (including paintings on
the wall relating to the curriculum).

Smart TV to facilitate online teaching.

Mid day meals are provided to all school children. The
ration for these meals is given by the government and
the meals are cooked by the village people.

The Suvarna Muhotsav Shishya Vruti scheme for tribal
students is provided by the government.

During the survey we visited two Primary Schools
located in Sange Pada and Hivali Pada.
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Table 1: School Details — Sange Village (2 Padas)

Schools Sange Pada Hivali Pada
Anganwadi 1 1
Anganwadi 1 1

Teacher
Anganwadi 1 1

Helper
Children (1-6 60 30
years)
Primary School 1 1
School Teacher 2 1
Children (Std 26M + 20F = 46 6M + 9F = 15
1-4)

Interactions with the school teachers Mr. Vasant
Lanhange of Hivali Pada and Mr Ram Papade and
MrBhanudas Sawar of Sange Pada brought to list the
following challenges:

1. Assingle teacher has to teach all the subjects for a
class it is difficult to give individual attention to the
students

2. Inthe event of a single teacher for the entire school,
the teacher is responsible to teach all the subjects to
the students of all standards

3. Also when there is a single teacher students
of standards 1 to 2 and 3 to 4 are taught in two
classrooms. Else all students in the of standards 1
to 4 in the same classroom

4. Teachers have to spend considerable time
performing administrative duties such as submitting
data to the government, due to which the class is let
free.

5. Sometimes sudden meetings with the higher
government officials are announced due to which
the students are left unattended as there is not
enough staff to continue the class.

6. Parents go to the fields in the morning and return in
the evening. They are not involved in the studies of
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their children. Though they realize the importance
of education they are

7. concerned about earning their daily wages to meet
basic household needs.

8. Students are not given homework since they do
not complete the same. Thus, all studies have to be
completed in the school itself with the help of the
teacher.

Survey of women in the tribal village of Sange

The survey conducted as part of the women
empowerment study to understand the role of education
in empowering women, included females from the
age group of 15 to 80 and above. Survey data of 97
women was collected who belonged to the age group
of 15 to 80 and above. The survey team interviewed
the respondents mostly in Marathi language to get the
answers to the questions.

Questions in the questionnaire were divided under
desirable heads as mentioned in the methodology.
Copies of the questionnaire were printed to collect the
responses. Survey was conducted over two days. The
faculty members traveled in the college conveyance to
Sange village, Palghar.

OBSERVATIONS

1. All women appreciate the importance of education
for women.

2. Women who are not educated regret their state as
they are unable to read and write and participate in
group discussions of the village at the Panchayat or
the Gram Seva level

3. Women look forward to receive materialistic help
from NGOs, private organizations or government

4. Women are dependent on help and don’t want to
find ways to move ahead

5. Women are not happy to slog in the fields as the
income they receive in return is minimal

6. There are signs of discrimination by the privilege
class towards the tribals indicating suppression of
the underprivileged.
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DISCUSSION

The analysis of the data collected during the survey is
mentioned in the following charts

Education

Graph 1. Dropout Amongst Women During the Education
Phase

The respondents were questioned about why education
is important for women. Majority i.e. 32% responded
to get jobs. 25% agreed for improving standard of
living. 22% submitted for Confidence building and
only 15% mentioned getting married. Thus women
relate education with jobs. Women need to understand
that education is not required only to get them jobs and
make them financially independent, but also empower
them to voices their choices and give opinions.

Primary barriers for education

Graph 2. Barriers In Education

90% of the tribal women agree that education is
important. 10% of respondents mentioned that women
have to finally manage the household, which does not
require a woman to be educated.
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The major barrier in education i.e. poor Financial
condition was the response of 25% of the respondents.

e 20% of the respondents mentioned that
Transportation was a problem since the secondary
schools were about 8 to 10 kms aways in the
adjoining village. Incase of the Sange village
children have to go to Gorhe village. It is easier to
fetch Primary education as the school is within the
Pada or in the next Pada.

* 15% respondents said that cultural block was a
barrie for education amongst other reasons as
mentioned in the above chart.

As a part of the study we also tried to find out the
level of Digital literacy amongst women in the tribal
village of Sange. We focused on the accessible Digital
Technology i.e. Use of Mobile Phone and frequently
used digital Applications like WhatsApp, Facebook,
Instagram, Youtube and online Payment mode - GPay,
PhonePay, UPI, etc.

Use of Digital Technology - Digital Literacy

Graph 3. Digital Literacy

The graph clearly indicates that more than 67% of the
respondents have some form of Digital Literacy.

65% of respondents are frequent users of WhatsApp.
64% of them use Youtube

Nearly 36% are aware of and use Instagram 25% of
respondent use Facebook

Only 4% of the responding women use Apps for online
money transactions.
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Use of Digital Platforms

The survey also studied the purpose of use of
platforms by the women

WHATSAPP

digital

Graph 4. Use of WHATSAPP

60% of the respondents were using WhatsApp for
Chatting with family and friends.

28% were using WhatsApp for getting information on
farming by joining Farming WhatsApp Groups

Only 10% were aware about using WhatsApp for
buying or selling operations.

INSTAGRAM

Graph 5. Use of INSTAGRAM
YOUTUBE

Graph 6. Use Of YOUTUBE
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53% of women are using Youtube to watch entertainment
videos of movies and songs.

35% are using for gating information relating to
Farming

INSTAGRAM

Graph 7. Use of FACEBOOK

Nearly 80% of the respondents are using Facebook for
entertainment for watching videos.

Payment Modes

The survey studied the use of Payment platforms like
GPay, PhonePe, BHIM, ect which are commonly used
and largely supported by the government. However,
literacy about these platforms was poor. Moreover only
12 out of the

97 respondents were aware and using online payment
options as mentioned above for money transactions
enhancing their education.

Graph Viii. Use of Payment APPS
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Challenges in using IT-Digital Technology

Graph 9. Challenges in Using Digital Technology

Of the 97 respondents, 62% of the respondents affirmed
that poor connectivity in the village was a major
challenge while using Digital Technology.

46% mentioned language was a barrier as most of the
digital content was in English or Hindi. Whereas the
respondents were well versed with Marathi.

54% mentioned cost as a barrier as the Phone needs to
be recharged frequently.

Use of Digital
Enhancements

Technology for Upskilling -

The survey study discussed with the responding women
about which areas would they want to use Digital
Technology so as to upskill themselves and eventually
get empowered.

Graph 10. Use of Digital Technology to Enhance
Knowledge and Upskill

42% women want to use digital technology for 38%
want to be confident
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60% women desire to use digital technology for
enhancing their cooking skills

67% want to use digital technology for enhancing their
farming knowledge and skill

Government Schemes - Awareness and Implementation
at Sange village. The Government of India has
made several proactive attempts to ensure overall
development of the nation. This requires that all
citizens are considered and given equal rights and
privileges. Accordingly, schemes are designed and
floated. However, there is a lack in providing awareness
about these schemes to the right respondents and also
implementation of the schemes.

The present initiative of the government - Viksit Bharat
also focuses on creating awareness about the several
government schemes amongst the citizens.

The table below mentions the several schemes under
major heads.

Table 2. Government Schemes

Types of Schemes Count
Govt General Schemes for ALL 10
Govt Schemes for RURAL India 3
Scheme for Entrepreneurship 3
Schemes for promoting Women's 3
Education in India

Graph 10. Awareness and use of Government Schemes

The above indicates the level of awareness of the several
Government schemes.

25% of the women in Sange village are aware about few
of the schemes under Rural India.

Only 15% are aware about the schemes for promoting
Women’s Education.
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During the survey, the team met women who were
unable to recognize the schemes by their names. They
were aware that quite frequently schemes are floated
by the government. However, none of the respondents
were a beneficiary of any of the government schemes.
Few of the respondents even mentioned that they had
filled forms several times to get a sewing machine and
submitted the same at the Gram Panchayat, however,
till date none of them were benefitted.

Dependency

This research study of empowerment correlated
dependency to empowerment. An empowered woman
will not be dependent on others. To understand the
dependency factor, the women of Sange village were
asked whether they have to depend on their husbands
or other elders in the family for money. The responses
indicate that out of the 97 respondents, 60 (62%) women
are dependent, whereas 37(38%) are independent.

The dependency factor can be further correlated with
their education to understand whether women who are
educated do not depend on others for money.

Graph 12. Dependency on Family Members for Money
CONCLUSION

Women Empowerment is a necessity even though
the world has progressed. There is definitely an
improvement in the empowerment level of women.
However, there is huge scope to strategically implement
schemes and to develop a sustainable model to ensure
that maximum women are empowered irrespective
of whether they are dwelling in urban or rural India.
Digital technology wil definitely play a pivotal role in
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women empowerment. Present digital technologies,
specifically the mobile technology, is easily available
and affordable to perform basic tasks that will help
empower women at a large scale.

RECOMMENDATION

As discussed earlier in the paper, women empowerment
cannot happen within a short period of time, specifically
in scenarios which are deprived, such as the Sange
village consisting of tribals. Thus, the efforts towards
Women Empowerment using education as a means
have to be sustainable and persistent. Following are
recommendations to enhance literacy amongst the
tribals of the Sange village -

1. Asinthe case of the Aganwadi there is an Assistant
to support the Anaganwadi teacher to handle
the children, similarly for the primary school,
Assistants can be allocated so that the school can
function smoothly when the teachers are involved in
administrative work or summoned for government
meetings and interactions.

2. The educated parents of the village can play the
role of the Assistant so that the classes continue
unhindered in the absence of the teacher. The
responsibility of the Assistant should be clearly
mentioned and should not disturb the normal
working of the school.

3. The phrase “ Each One Teach One” needs to be
applied to enhance women empowerment through
education in the Sange village. According to the
data analyzed there are educated women in the
village who have completed education till class 12.
These women can be encouraged to teach those
who cannot read and write. The expected outcome
is that the illiterate women should be able to at least
sign and stop putting finger prints.

4. Women who have skills in cooking, craft or
stitching can be encouraged to teach their skills
to other unskilled women. Further through the use
of available Government schemes funds can be
generated to support the activities of these women
and their products can be sold in desirable markets.

5. Inthe times of digital literacy, these women should
be encouraged to use the digital technology to
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empower themselves by enhancing their functional
literacy. They can be taught to use the Digital
platform to sell their product and skills.

6. College students can intern as digital media
marketers to promote and sell the products of the
tribal women.

Proposed system -\ Women Empowerment Dashboard

The empowerment of women through education

Fig 1: Proposed System — Women Empower Dashboard

FUTURE SCOPE

The study of Women Empowerment can be extended
to the remaining two pillars i.e. Health and Financial
literacy. The study can be carried out at Sange village
for a period of 3 years to observe the outcome of number
of women getting empowered.
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In agriculture sector, quality of food and production of food materials has affected more due to plant diseases.
Computer vision is the one method to detect the plant diseases on early stage with higher accuracy will leads to
improve the production of agriculture products. The proposed research is an enhanced development of a model,
to predict the plant diseases at early stage using feature level fusion method from extraction of deep features. The
model has three primary frameworks: First, deep features are extracted using pre-processing methods and local
binary pattern (LBP) is applied for basic conversion of image data to array form and principal component analysis
(PCA) is applied for extraction of features. Second, Convolution neural network (CNN) is applied for classification
of images to extract the data from an image and feature level fusion is applied to analyse the loss and accuracy.
Third, visual geometry group (VGG16) which is pre-trained convolution neural network model applied for deep
feature analysis with image size of 256, 256, 3 to predict the accurate plant diseases. In the proposed research,
apple plants which is in the form of hyperspectral images are selected from the Kaggle database for the evaluation
of algorithms to identify the disease of the plants, based on four parameters such as healthy, water stressed, fire
blight and early blight. The best accuracy is achieved using the proposed model which is 96% by applying the
Adam classifier and VGG16 algorithm.

KEYWORDS : Disease prediction, Principal component analysis, CNN model, VGG16, Hyperspectral image,
Classification, Fusion methods.

INTRODUCTION

I ndia holds agriculture as a main source for living and
contributes the country GDP. There are some demands
in food supply due to population hike which is worrying
a lot. One of the major reasons for this production loss or
low productivity is crop loss due to the pests and diseases
that cause the yield loss. Another point of crop loss is

on using pesticide as if the farmer used exceed number
of pesticides on disease affected plants soil pollution
is caused and the quality of the soil is degraded. For
past few decades, the crop disease detection is done
using image processing techniques which is complete
their process faster with more accurate result than the
conventional methods.

climate changes which will leads to spread of diseases
faster. These diseases should be detected in very early
stage to maintain the yield and to avoid the economic
loss. Prediction of diseases has two traditional methods
are followed as, manually detecting the disease by plant
pathologist is little risky, it consumes more time and
cost is high and once identified the diseases, it will take
to control using pesticides. There are some risk factors
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Previous researches are done for crop disease detection
will be focused on using traditional machine learning
algorithms using manually crafted features which will
require domain knowledge to reduce the errors from the
input data. As years passed, convolution neural network
started to play a major role in disease prediction in
agriculture field and medicine fields. The advent of
deep learning techniques has an improvement in wide
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range of computer vision issues and deep learning has
proved their efficiency in agricultural domain with lot
of features from the input data using convolutional
kernel as deeper network layers. These deep features
with higher ability of representation it will be used for
fusion with manually crafted features which will be
leads to more informative data are studied. In several
domains, researchers have initiated to explore the fusion
methods at different levels to improve the accuracy
of classification methods. As now, the different plant
pathologist is attempting various fusion methods for
improve the performance of classification process.

LITERATURE SURVEY

In this section, existing researches and the methods
proposed are discussed with information like algorithms,
drawbacks, accuracy reached, methods proposed. It will
be helpful to analyze the various ideas about the disease
prediction model for proposed research. The below
mentioned table shows the literature related to feature
fusion techniques using traditional spatial features such
as color, shape, texture, property of image and major
focus on analyzing the feature extraction with deep
architecture of convolution neural networks.

Krezhova et.al. [1] proposed a model and applied
CA along with t-test to determine the statistical
significance values between means of reflectance of
controlled and infected apple trees by applying SVM
technique, a machine learning technique for analyzing
high dimensional real time spectral data for early
prediction of plant disease with neural network. CA
is a broadly implemented technique to organize the
hyperspectral data to group the pixels within similar
value range and creates cluster [2]. Nagasubramaniam
etal. Implemented genetic algorithm as optimizer
along with SVM to select the optimum spectral bands
to identify the charcoal rat disease earlier in soybean.
The combination method of GA-SVM will identify
the disease within three days after inoculation with
execution of 97% of classification accuracy [3]. There
are two different demerits in machine learning concept
as follows; first it is highly dependent on patterns of
different variables also on features which is extracted.
Second, the classifier technique has train many times
before applying with real world applications [4].
Ashourloo et.al. proposed spectral disease index (SDI)

www.isteonline.in \ol. 47 No.2

April - June, 2024

Sai Kumar, et al

method effectively to reduce the dimensionality by
increasing the rate of disease estimation. Minimum
number of SDI is developed from the imaging and
non- imaging hyperspectral data which is not processed
using neural network models [5].

Neural network plays a major role in analyzing the
hyperspectral data, where the mechanism is based
on the structure of human nervous system. The
fundamental concept of neural network is very useful
for pattern recognition [6]. Cui, et.al., stated that the
neural network concept required only few formal
statistics to model the complex nonlinear relationships
[7]. Plants are protected from different diseases based
on hyperspectral data using neural network concepts
which provides various applications to promise the
earlier prediction of diseases.

Analyzing huge number of high dimensional
hyperspectral data in neural network concept
is a challenging task. Because of reducing the
data dimensionality is major task to manage the
hyperspectral data. The report said, higher reduction
of data dimensionality will leads to execute the good
classification accuracy. Hyperspectral data contains
the apparent and inherent spectral information so the
capabilities of data must be deliberated using neural
network system [8, 9].

Marini, et.al.,, mentioned particular type of neural
network based technique for pattern recognition called
as class modeling which has a very good discriminating
capacity for developing the prediction of plant disease
models. Most of the class models were developed based
on multilayer feed forward neural network and kohonen
artificial neural network techniques [10].

Jiang et.al., experimented on maize plant to detect water
stressed plants using super pixel and GLCM feature
extraction methods by using support vector machine
as a classification technique. Datasets are collected by
their own with 1297 images with black background and
achieved the result of 99% accuracy [11]. B.Liu, et.al.,
implemented with self-captured apple crop datasets of
1053 images and processed usinf AlexNet, GoogleNet,
VGG-16 and ResNet-20 DL models for better
performance and achieved a classification accuracy of
98% in predicting the leaf diseases [12]. Amara, et.al.,
proposed a model for banana crop with self- captured
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datasets of 147 images which contains both healthy and
infected leaves. The model proposed with LeNet and
achieved an accuracy, precision, recall and F1 score as
99%, 98.61%, 98.56% and 98.28% respectively [13].
Prakhar bansal, et.al., proposed pre-trained model with
DenseNet 121, efficientNet B7 and EfficientNet Noisy
student for classification of apple leaves to predict the
categories as healthy, apple scab, cedar rust and other
diseases using the images captured and implemented
as datasets. Image augmentation techniques are used to
increase the size and model accuracy, were the proposed
model achieved 96% of accuracy on validation test and
90% of accuracy [14].

In the context of hyperspectral image analysis, the
basic neural network model can be obtained by various
neurons with connections and output layers. For
example, in 3 layers neural network first layer is input
layer with one node for every spectral band. Second
layer hold more hidden layers, which the nodes will
reflect the values of every spectral bands. The last
layer of the neural network connected layers, it will
be considered as output layer consist of nodes usually
computed by the computation of non- linear nodes
for input and output layers. The three layers of neural
network mode is the major process of implementing to
analyse the hyperspectral image data dynamically and
widely.

PROPOSED METHODOLOGY

The proposed research using CNN framework is
consisting of three different phases. The pre- trained
CNN model using deep learning [15] feature extraction is
the first step and parameters like mean, median standard
deviations are identified. Features are extracted from
the gray scale image and feature level fusion is applied
based on pre-trained CNN data after PCA performed
extraction. Implementation of convolutional neural
network is the second step to train and test the data based
on loss and accuracy while training and testing the array
data. As a third and final step, the outcome of CNN [16]
is considered as input for final method using VGG16
model by testing the data to detect disease and health
status of apple plants. Validation accuracy and loss with
epoch 15, 25 and training accuracy and loss with epoch
15, 25 is processed. The overall performance of the
proposed model is described with simulation charts and
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tables as follows,

Fig. 1: Basic architecture of VGG16 pre-trained model

In figure 1, explained about the architecture of VGG16
with pre- trained model where the term VGG is known
as visual geometric group which can be applied
for recognition and classification methods. VGG is
described in two different types such as VGG16 and
VGG19. It is commonly used to learn the data in deep
layers using convolutional neural network for better
learning about the data with more accuracy. To learn
the data in the network layers and to avoid several
parameters, VGG will work with minimum of 3 X
3 convolution kernel which will be applied in all the
layers of CNN.

Fig. 2: Framework for feature-based fusion

In figure 2, the image has been taken for pre-processing
method and applied with two different algorithm
methods known as principal component analysis and
convolutional neural network based on the execution of
pre- processing output data, which will be considered
for classification methods. Based on the features, fusion
will be performed to execute the better accuracy of the
model.
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Fig. 3: Flow architecture of proposed model using CNN
and Fusion based apple plant disease prediction

Table 1. Sequential of CNN with parameters

Sai Kumar, et al

activation_30
(Activation)

None

85, 85, 64

batch_
normalization_28
(Batch
Normalization)

None

85, 85, 64

256

conv2d_27
(Conv2D)

None

85, 85, 64

36928

activation_31
(Activation)

None

85, 85, 64

batch_
normalization_29
(Batch
Normalization)

None

85, 85, 64

256

max_pooling2d_16
(MaxPooling2D)

None

42,42, 64

dropout_18
(Dropout)

None

42,42, 64

conv2d_28
(Conv2D)

None

42,42,128

73856

activation_32
(Activation)

None

42,42,128

batch_
normalization_30
(Batch
Normalization)

None

42,42,128

512

conv2d_29
(Conv2D)

None

42,42,128

147584

Layer type

Output

Shape

Parame-
ters

activation_33
(Activation)

None

42,42,128

conv2d 25
(Conv2D)

None

256, 256, 32

896

batch_
normalization_31
(Batch
Normalization)

None

42,42,128

512

activation_29
(Activation)

None

256, 256, 32

max_pooling2d_17
(MaxPooling2D)

None

21,21, 128

batch_
normalization_27
(Batch
Normalization)

None

256, 256, 32

128

dropout_19
(Dropout)

None

21, 21,128

flatten 5 (Flatten)

None

56448

0

max_pooling2d_15
(MaxPooling2D)

None

85, 85, 32

dense_4 (Dense)

None

1024

57803776

dropout_17
(Dropout)

None

85, 85, 32

activation_34
(Activation)

None

1024

0

conv2d 26
(Conv2D)

None

85, 85, 64

batch_
normalization_32
(Batch
Normalization)

None

1024

4096
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dropout_20 None 1024 0
(Dropout)
dense_5 (Dense) None 4 4100
activation_35 None 4 0
(Activation)

Total parameters: 58091396

Trainable parameters: 58088516

Non-trainable parameters: | 2880

Table 1, represents the parameter values of convolutional
neural network considered for training and analyzed
the different values based on trained and non- trained
parameters of layer type. In the proposed research, the
Kaggle database is considered to collect the datasets
and 386 (apple leaf) hyperspectral image datasets are
taken for processing the proposed model. The method
is proposed using python software using tools such as
pandas, numpy, matplotlib, scikit. Convolutional neural
network is used to learn the deep layers for higher
accuracy execution by testing and training the data.

RESULT & DISCUSSION

In this result & discussion section, the simulation
results of proposed model along with graphs, charts and
tables of both the testing and training accuracy, 10ss is
discussed in detail.

Phase 1

In the table 2, loss and accuracy of the model has
recorded with 15 iteration and epoch 15. The training
and validation of data is processed and executed better
at 15th iteration of the model with 0.0218 as training
loss, 0.9932 as training accuracy, 0.0516 as validation
loss and 0.9838 as validation accuracy. The graphical
representation of table is explained in figure 4- 6.

Table 2. Validation loss and training accuracy using
Epoch 15

6/15 0.0677 0.9789 0.0737 0.9761
7/15 0.0573 0.9827 0.0700 0.9783
8/15 0.0501 0.9844 0.0684 0.9770
9/15 0.0448 0.9861 0.0602 0.9798
10/15 0.0394 0.9877 0.0521 0.9818
11/15 0.0355 0.9891 0.0580 0.9808
12/15 0.0313 0.9906 0.0545 0.9817
13/15 0.0282 0.9916 0.0591 0.9795
14/15 0.0260 0.9921 0.0528 0.9818
15/15 0.0218 0.9932 0.0516 0.9838

Epoch Loss Accuracy | Val_loss Val_
accuracy

1/15 0.4041 0.8809 0.1768 0.9488

2/15 0.1619 0.9504 0.1329 0.9596

3/15 0.1182 0.9645 0.1001 0.9701

4/15 0.0946 0.9708 0.0951 0.9708

5/15 0.0798 0.9759 0.0967 0.9707

Fig. 4. Training and validation accuracy

Fig. 5. Training and validation loss
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Fig. 6. Testing and training accuracy of model

In figure 4,5,6, the testing and validation loss of the
model is predicted and visualized in chart for better
understanding of the process. The training loss is
executed with 0.0218 and validation loss is executed
with 0.0516. Model accuracy has graphed with training
and testing data using epoch 15 values for 99% of model
accuracy and 98% of validation accuracy.

Fig. 7. Training and validation loss chart

Fig. 8. Training and validation accuracy chart

In figure 7, 8, the training and validation accuracy of
the model is predicted and visualized in chart for better
understanding of the process. The training accuracy
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is executed with 0.9932 and validation accuracy is
executed with 0.9838.

Phase 2

Once the model is predicted accuracy of training and
validation process, the proposed model is implemented
with convolution neural network for better learning of
the model by processing the layers deeply. Using CNN,
there is 25 epoch is processed to predict the loss and
accuracy of the model after classification of features.

Table 3. Testing & Validation loss and accuracy using
Epoch 25 with CNN

Epoch Loss Accuracy | Val_loss Val_
accuracy
1/25 0.4906 0.8600 1.1098 0.4340
2/25 0.2460 0.9263 0.6857 0.4340
3/25 0.1339 0.9631 0.8964 0.4340
4/25 0.0879 0.9803 1.1802 0.5566
5/25 0.0873 0.9681 1.1190 0.4340
6/25 0.0679 0.9803 1.0180 0.4340
7125 0.0647 0.9730 1.6561 0.4340
8/25 0.0916 0.9705 1.4466 0.4340
9/25 0.0599 0.9705 1.6147 0.6132
10/25 0.0530 0.9730 1.4285 0.4623
11/25 0.0620 0.9681 1.2762 0.0620
12/25 0.0716 0.9705 1.5461 0.4340
13/25 0.0370 0.9828 0.6779 0.7170
14/25 0.0707 0.9730 0.4718 0.9623
15/25 0.0951 0.9410 0.2669 0.9434
16/25 0.0885 0.9459 0.2439 0.8868
17/25 0.0692 0.9803 0.9736 0.8491
18/25 0.0639 0.9681 1.0038 0.7075
19/25 0.0993 0.9312 0.6342 0.7264
20/25 0.0326 0.9853 0.9690 0.7264
21/25 0.0469 0.9754 0.2163 0.8208
22/25 0.0543 0.9681 0.0876 0.9528
23/25 0.0193 0.9926 0.0285 0.9906
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24/25 0.0230 0.9926 0.0467 0.9717

25/25 0.0544 0.9779 0.5110 0.7264

The above table 3, predicted the accuracy ratio of testing
as 0.98 and validation accuracy of 0.73 which will be
predicted that the plant is water stressed. To predict the
results, the model is repeated for 25 iterations to analyse
the image data. Hyperspectral image data is taken for
processing the model in the form of array matrix which
will be used for better prediction shown in figure 9. The
figures 10, 11 showed the accuracy and loss of training
and validation loss of the model based on convolution
neural network techniques.

Fig. 9. Loaded image (Input) using CNN

Fig. 10. Training and validation accuracy based on CNN
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Fig. 11. Training and validation loss based on CNN

Fig. 12. Result executed as plant is water stressed based
on CNN

In figure 12, the research code is explained with the
probability value of identifying the plant exact status
about health and identified as water stressed. Which is
be executed and explore the exact status of the proposed
methodology.

Table 4. Testing Validation loss and testing validation

accuracy using Epoch 25 with VGG16

Epoch Loss Accuracy | Val_loss Val_
accuracy
1/25 0.5225 0.8438 0.9755 0.4340
2/25 0.2877 0.9091 1.2691 0.4340
3125 0.2106 0.9361 1.2536 0.4340
4/25 0.1177 0.9582 0.7395 0.4340
5/25 0.1099 0.9656 0.5912 0.6792
6/25 0.1093 0.9631 1.4350 0.1792
7125 0.0824 0.9607 0.6247 0.7170
8/25 0.0722 0.9730 0.9295 0.4340
9/25 0.0724 0.9681 0.7592 0.7170
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10/25 0.0358 0.9853 1.2725 0.4340
11/25 0.0772 0.9631 1.5685 0.5943
12/25 0.0793 0.9631 1.3022 0.7170
13/25 0.0670 0.9779 0.7753 0.7075
14/25 0.0141 0.9926 0.8276 0.7170
15/25 0.0351 0.9828 0.9227 0.7075
16/25 0.0601 0.9803 0.9151 0.7170
17125 0.0392 0.9754 1.2778 0.6415
18/25 0.0526 0.9730 0.9866 0.7170
19/25 0.0364 0.9828 1.1001 0.7075
20/25 0.0374 0.9754 0.5449 0.7264
21/25 0.0145 0.9951 0.0384 0.9811
22125 0.0258 0.9853 1.2145 0.6604
23/25 0.0327 0.9828 1.4867 0.6887
24125 0.0230 0.9926 1.1093 0.7170
25/25 0.0210 0.9828 0.1127 0.9623

From the below figures 13, 14, 15 hyperspectral image
data is loaded as input data in the form of numerical
values and applied with VGG16 method which has 16
layers with softmax, fully connected layers, pooling
layers and dropouts to predict the deep layer processing
for executing the improved accuracy.

Fig. 13: Loaded image (Input) in VGG16
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Fig. 14: Training and validation accuracy based on
VGG16

Fig. 15: Training and validation loss based on VGG16

Fig. 16: Result executed as plant is healthy based on
VGG16

In the figure 16, the execution of results is predicted that
the plant is healthy based on VGG16 techniques. This
will be processed and learned deeply with the layers
of convolution neural network for higher prediction of
result.
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CONCLUSION

Plant diseases are considered as a major part of financial
and production loss in agriculture, which will be the
most important thing in a country’s development. To
predict the diseases earlier, the proposed research is
implemented with hyperspectral data along with four
different algorithms such as LBP, PCA, CNN and
VGG16 applied to the feature based fusion model. The
model is extracted some features like mean, median and
standard deviation as 0.3583, 0.11428 and 0.42747 to
reduce the dimensionality. Fusion model with combined
features of an image based on wavelength and intensity
is used for better prediction of the leaf diseases.
Convolution neural network is performed well and
predicted the disease type as water stressed to the apple
plant taken as input data in the form of array matrix with
98% with an error rate of 0.0516. Execution of CNN
model will be reconsidered for the comparison with
VGG16 algorithm and executed with 96% of accuracy
along with error rate of 0.01127 which will be better
than CNN algorithm. Computational time is reduced
and learning the deep layers is considered as merits of
the model for image classification in agriculture field
using computer vision.
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ABSTRACT

Natural disasters are a big threat to people’s lives, causing a lot of harm. One major problem in dealing with
disasters is that there’s often a communication issue between people stuck in dangerous situations and the teams
trying to rescue them. This lack of communication makes it hard for rescuers to do their job quickly and effectively
because they don’t know how many people are trapped or where they are. On top of that, many people in disaster-
prone areas don’t know how to prepare for emergencies, making the impact of disasters even worse. To address
these challenges, this paper describes a system, which includes all in one mobile application for diverse civilians
which offers user-friendly interface, operability throughout India, anti-disaster literacy with multi-language feature
for a broader audience, and track, store & keep appending their live locations in secure database after some interval
of time. Additionally, a machine learning based system which will count trapped civilians’ frequency and mark
hotspot (disaster prone) regions using civilian’s live locations & past stored locations. This project aims to rescue

trapped civilians in disaster and also improve how communities get ready for and respond to disasters.

KEYWORDS : GPS, Mobile application, Machine learning, K-Means algorithm, Disaster management.

INTRODUCTION

atural disasters, encompassing events such as

floods, cyclones, earthquakes, landslides, and
droughts, continue to pose significant threats to human
lives and communities worldwide. When it comes to the
number of fatalities caused by natural disasters in India,
earthquakes rank first with 33%, followed by floods
(32%), cyclones (32%), landslides (2%) and droughts
(1%) [1]. These devastating occurrences not only claim
lives but also leave a trail of destruction and disarray in
their wake.

In India, where natural disasters are common, the
problem is made worse because many people don’t
know much about how to deal with them. About 35% of
the population in India doesn’t have enough knowledge
about natural disasters like preventions, precautions,
how to seek help, whom to contact, and what immediate
actions to take in the event of a natural disaster, etc.
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This makes the disasters even harder to handle because
communities aren’t ready to respond well.

Additionally, India’s varied scenery brings in people
from other countries as immigrants, tourists, and
residents who might not know much about the specific
dangers of natural disasters in the area. Because they
aren’t aware, they’re not ready for these disasters.
This shows why there’s a need for a thorough plan for
handling disasters that goes beyond just where you are
and what language you speak.

One of the critical challenges faced during such
disasters is the communication gap between individuals
trapped in affected areas and the rescue teams tasked
with their evacuation and assistance. Rescue teams
sometimes don’t have enough information regarding
how many and at what regions the people are affected,
which makes it harder for them to get ready and act fast.
This communication breakdown can severely hamper
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rescue efforts, as the absence of real-time information
on the number and locations of trapped individuals
complicates the planning and execution of rescue
operations.

To address these challenges and reduce the devastating
impact of natural disasters, this paper introduces a
practical and inclusive disaster management system.
The proposed system includes a user-friendly mobile
application designed for civilians, ensuring operability
throughout India, anti- disaster literacy with multi-
language support, real-time alert notifications, and
the ability to track and store live locations securely or
simply S.O.S feature [2]. Additionally, the integration
of a machine learning-based system aims to provide
real-time insights, counting the frequency of trapped
civilians and identifying hotspot regions prone to
disasters. This project strives to save human lives and
enhance the resilience of communities in the face of
natural calamities.

LITERATURE SURVEY

While surveying and researching the existing mobile
applications, we came across the following applications
that were similar to our device like the IOWA Legal Aid
[3], FDAS-Disaster Management System [3], Relief
Central [3], Family Disaster Manager [3] and Disaster
Preparedness by OXFAM [3]. We found that some had
very poor application interfaces, some were not reliable
and most all of these applications are not operated
centrally hence there are no multi-language feature,
moreover the use of locations of trapped people to
estimate exact frequency of people trapped in a calamity
for better preparedness of rescue team. Owing to all
situations, there are apps that can help in emergency
situations, but there is still a need to design a model that
is beneficial for rescue teams, multi-language support,
central based, and has a better user interface.

During natural calamities, the use of an SOS [2]
(emergency) system can be instrumental in saving
lives and coordinating timely assistance. When disaster
strikes, individuals may find themselves trapped or in
urgent need of help due to injuries, structural damage,
or dangerous conditions. In such situations, activating
an SOS alert through a mobile application can rapidly
notify nearby responders and authorities, enabling
swift rescue operations. This real-time communication
helps bridge the gap between those in distress and
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rescue teams, ensuring that resources are efficiently
deployed to affected areas. The SOS feature provides
a critical lifeline during emergencies, facilitating faster
response times and potentially minimizing casualties by
expediting the delivery of aid and support to those in
need.

The K-Means clustering algorithm [4] is highly
valuable for data clustering and analysis due to its
simplicity, efficiency, and effectiveness in partitioning
data into distinct clusters based on similarity. In disaster
management, K-Means identifies hotspot locations
and activity patterns, aiding in resource allocation and
response strategy formulation.

Existing system (K-Means clustering model) primarily
rely on historical data to plot clusters of affected areas.
In contrast, our system incorporates both historical data
and live, real- time location data collected through a
mobile app. This allows for the dynamic plotting of
clusters that reflect the current situation more accurately.
By using up-to-the-minute information, the system
can provide a more precise and timely representation
of the disaster impact areas. Additionally, our system
visualizes the intensity of trapped civilians using
color gradients. Darker regions indicate areas with a
high concentration of trapped civilians, while lighter
regions represent areas with fewer trapped individuals.
This visualization technique aids the rescue team in
prioritizing their efforts and managing resources more
efficiently, ultimately reducing response time and
improving the effectiveness of rescue operations.

RELATED WORK
Use Case

The primary actors involved in the use case are trapped
individuals and rescue teams. For trapped individuals,
the application offers a lifeline during distressing
situations. Upon registering within the app, individuals
provide essential details such as their name, contact
information, and current location. This registration
process ensures that their information is securely stored
and readily accessible to rescue teams. The application
leverages GPS technology to continuously track and
update the location of trapped individuals, creating a
dynamic record that informs rescue operations.

Communication lies at the heart of the application’s
functionality. Trapped individuals can generate distress
signals through the app’s interface as shown in Figure
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“1”. These real-time notifications enable rescue teams
to promptly initiate response efforts with the trapped
individuals to gather additional information. Civilians
can retrieve region-specific disaster information,
including preventive measures and precautions, thereby
enhancing their safety and resilience.

Fig. 1: Basic working of the idea

For rescue teams, the application serves as a
comprehensive platform for coordinating and executing
rescue operations.

A notable feature of the application is its integration of
machine learning model, which contribute to estimating
the approximate number of trapped individuals along
with displaying hotspot regions based on their GPS
locations. This innovative approach augments the
capabilities of rescue teams, offering a data-driven
perspective that facilitates more informed and effective
response strategies.

Proposed system includes

The flow of the described project involves a sequence
of interconnected steps aimed at enhancing disaster
preparedness and response through a mobile application
with GPS tracking and machine learning support.

Real-time Location Tracking: Upon registration, users
activate the GPS [5] location tracking feature in the app,
which continuously monitors their location through
GPS technology, providing real-time updates on their
geographical coordinates.

Multi-Language Support: Utilizing multi-language
capabilities, the app ensures the delivery of information
in the user’s chosen language, facilitating access to
disaster-related content in a language that individuals
find comfortable. This feature enhances accessibility for

\ol. 47

www.isteonline.in No.2

April - June, 2024

Totare, et al

users from diverse linguistic backgrounds, promoting
inclusivity and effective communication [6] during
critical situations.

Machine Learning Model Integration: The application
seamlessly incorporates a machine learning model that
has undergone specialized training to provide estimates
of the approximate number of individuals in distress,
utilizing GPS location data. This model operates in
real-time, continuously analyzing incoming location
data and adjusting its estimations to align with the
dynamically changing circumstances during a disaster.

Emergency Alerts and Notifications: The app proactively
sends emergency alerts and notifications to users based
on their real-time location and the detected type of
disaster. These notifications may encompass evacuation
alerts, safety instructions, and other crucial information
designed to guide users through the emergency.

User Education and Preparedness: Serving as an
educational platform, the app provides information
about the specific disaster, its characteristics, and the
most effective preventive measures and precautions.

Machine learning model

This project includes a machine learning model, based
on their historical location data it provides analysis of
hotspot locations and trapped civilians predicted count.

Identifying hotspot locations of civilians trapped in
natural calamity.

The model employs the K-Means [4] clustering
algorithm which is a popular unsupervised machine
learning technique that partitions data into distinct
clusters based on similarity measures. The primary
objective of this model is to analyze the latest stored
location data of users and identify regions that exhibit
a concentration of individuals affected by a particular
disaster, thereby pinpointing hotspot locations.

The foundation of this machine learning model lies in
the extensive dataset comprising the historical stored
locations of users collected at 15-minute intervals. Each
data point within this dataset represents the location
of an individual user at a specific timestamp. For our
project, we made our own dataset for the machine
learning model because we couldn’t find one online.
The figure “2” below shows the dataset we’re using in
this project.



Disaster Management: Mobilizing Safety During Calamity

Fig. 2: Synthetic dataset of user’s historical locations

In the context of the project, the algorithm [7] works
by grouping together user locations that are close in
proximity, thereby identifying regions with a higher
density of trapped individuals.

Determining Optimal Clusters with the Elbow
Method

To operationalize the insights derived from the Elbow
method and enhance the performance of the K-Means
algorithm [4], the identified optimal number of clusters
[8] is set as a hyperparameter for the algorithm. By
specifying this hyperparameter, the K-Means algorithm
tailors its clustering process to align with the identified
structure of the data, resulting in cluster centers that
encapsulate the inherent patterns and distributions of
the user location data related to natural calamities.

It works by calculating the sum of squared distances
between data points and their respective cluster
centroids, known as the cluster sum of squares. Initially,
the number of clusters is set to one and gradually
increased. For each number of clusters, the cluster
sum of squares is computed and plotted on a graph. By
examining this graph, one looks for the most significant
change in slope, which indicates the point where adding
more clusters does not significantly improve the model.
To automate this visualization process, a differentiation
technique is employed to track changes in slope
accurately. The point with the highest change in slope is
identified as the optimal number of clusters and is then
used to set the final number of clusters in the K-Means
algorithm.

For different calamity situations, the number of affected
regions can vary based on distress signals or the last
known locations of civilians received from the mobile
app from those areas. Therefore, a fixed number of
clusters is impractical. The Elbow method is used
\ol. 47
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to determine the optimal number of clusters for each
specific scenario, allowing the K-Means algorithm to
dynamically adjust to best represent the data’s structure.

For instance, in the case of a cyclone in Mumbai, there
might be six distinct regions affected, requiring the
number of clusters to be set to six. Conversely, for an
earthquake in Gujarat, the number of affected regions
might be four, thus the number of clusters would be set
to four.

In this model, the number of clusters is set to 4 as shown
in Figure “3”.

Fig. 3: Elbow method determining optimum number of
clusters.

Producing Cluster Centers

Upon setting the optimal number of clusters as a
hyperparameter, the K-Means [9] algorithm proceeds to
generate cluster centers representative of the identified
hotspot locations. These cluster centers serve as focal
points within the geographical landscape, encapsulating
regions with a heightened concentration of affected
individuals. By analyzing the proximity of user locations
to these cluster centers, the algorithm facilitates the
identification and visualization of areas most severely
impacted by natural calamities, thereby guiding rescue
and response efforts more effectively.

d =" [(x2-x1)* + 2 -y1)?] (1)

cli =

ISi . ZXiESi xi

()

Formula to find new centroid from clustered group of

points.
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Fig. 4: Centroid points are plotted.

The algorithm calculates the mean point (centroid) for
each cluster as shown in Figure “4”. These centroid
coordinates represent the estimated hotspot locations.

Trapped Civilian Frequency model

This method is used to estimate the number of people
trapped in specific areas during disasters. Users send
their location data through the app, which we analyze
and store over various time periods. By averaging the
number of people seen in particular “hotspot” locations
over time, we get a typical count of individuals expected
there. When determining the final estimate, we compare
this average count with the latest data point. If the
current count is higher than the average, we display the
current count; otherwise, we show the mean of both the
average and current counts.

By considering the hotspot generated from the K-Means
model, this model performs analysis over a certain
time- frame to provide a generalized count of civilians
visiting in that hotspot area. For instance, K-means
model provides a hotspot location as Pune. Thereafter,
this model analyzes historical civilian’s location data
which is stored in the database for different time-frames
such as weekly. From this analysis the model will
generate an estimated average count natural calamities,
disruptions that may occur during a natural disaster or
other emergency situations. In such critical scenarios,
maintaining a continuous and accurate record of the
user’s location becomes paramount.

By capturing and storing location data at frequent
intervals, the application ensures that even if a network
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outage occurs, the most recent location of the user is
still accessible. This “last known location” data can
be instrumental for rescue teams, providing them with
crucial insights to initiate or adjust rescue operations,
even in the absence of real-time connectivity.

By capturing the user’s location every 15 minutes, the
application aims to create a comprehensive and up-to-
date record of the user’s movements and whereabouts.
This periodic tracking enables the application to provide
timely and relevant information, such as real-time
updates on the user’s location during a natural disaster
or calamity. It also facilitates the efficient coordination
of rescue and response efforts, as rescue teams can
access accurate and recent location data to guide their
operations.

In mobile application, an S.0.S[2] button is provided
through which the users can generate distress signals
which will be stored in the database. These signals are
forwarded to the rescue team along with location’s that
lie in that particular region by the admin to save the
civilians from the disaster. Also, the trapped civilians
count which is predicted by a machine learning model
is also forwarded to the rescue team by central admin.
All the user’s general information like names and phone
numbers are stored in the database.

Below is the explanation of the system architecture as
shown in Figure “5:

Fig. 5: System Architecture

Mobile App Frontend: The user interacts with the system
through the mobile application. The app provides
features such as real-time location tracking, disaster
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alerts, and preventative information. It’s designed to be
user-friendly and multilingual.

User Data: It includes location and general information
about the user, which is collected and stored securely in
the database.

Central Administration: This component is responsible
for monitoring and coordinating disaster response
efforts. It includes:

1. Machine learning model to predict the trapped
civilians count using stored user’s locations and
display hotspot locations.

2. Analyzing incoming data to make informed
decisions regarding resource allocation and
response strategies.

3. Facilitating communication between the admin
team and rescue teams.

Rescue Teams: These are the on-ground personnel
responsible for rescue operations. They receive location
data and instructions from the central administration
and use it to perform rescue operations efficiently.

Language Support: Language support modules enable
the app to present information in multiple regional
languages based on user preferences.

Push Notifications: The app uses push notifications
to alert users to disaster warnings, updates, and
preventative information.

RESULT

The results of our project showcase a comprehensive
journey through various stages of user interaction and
system functionalities. Figure “6” depicts the seamless
process of requesting location access, essential for the
accurate functioning of the application. Upon successful
login, users are greeted with Figure 77, the intuitive
home page of the application, providing easy access to
essential features. Additionally, Figures “8” highlight
the provision of specific preventions and precautions
for natural disasters in particular regions. Figure “9”
and Figure “10” showcase the application’s inclusivity
by offering translations into Hindi and German
languages, ensuring accessibility to a wider audience.
As depicted in Figure “11”, users can send an S.0.S
signal. Furthermore, Figures “12” provide predicted
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count of trapped civilians in Pune, also Figure “13” and
“14” provide critical insights into hotspot locations and
live locations of trapped civilians in regions such as
Pune and Kolhapur, aiding rescue teams in optimizing
their response strategies effectively. These results
collectively demonstrate the robustness and efficacy
of our disaster response system in safeguarding lives
during emergencies.

Fig. 6: Requesting location access

Fig. 7: Home Page



Disaster Management: Mobilizing Safety During Calamity Totare, et al

Fig. 8: Preventions & Precautions for Landslide in Pune  Fig. 10: Translated to German language

Fig. 9: Translated to Hindi language Fig. 11: Confirmation to send S.O.S signal
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Fig. 12: Hotspot locations and predicted count of trapped
civilians, Pune Region

Fig. 13: Displaying civilians’ location who triggered S.0.S

Fig. 14: Displaying hotspot region which is sent to rescue
team
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FUTURE SCOPE

We hope to improve our project in the future by
utilizing the information gathered from the smartphone
application, where civilian locations are continuously
added to a database. Over time, when we gather a
sizable amount of location data, we hope to use big
data analytic tools to draw insightful conclusions.
This involves estimating civilian counts with greater
accuracy and projecting their future movements based
on their present positions. In particular, we intend to
use Recurrent Neural Networks (RNN) for predictive
analysis, which will allow us to estimate the likely next
destination of people, even in situations when internet
connectivity is restricted or nonexistent. Rescue teams
might benefit greatly from this update by being able
to concentrate their efforts in arecas where civilians
are most likely to be found, which would enable more
effective and efficient response plans.

CONCLUSION

In conclusion, our project envisions a robust and
proactive approach to disaster management that
leverages cutting-edge technology to save lives and
reduce the devastating impact of natural disasters. By
addressing the critical issues of communication gaps,
lack of awareness, and unpreparedness, our mobile
application offers a multifaceted solution that benefits
both the public and rescue teams.

In a world where natural disasters continue to pose
significant threats to communities worldwide, our
project represents a proactive and innovative step
toward disaster resilience. By equipping individuals
and rescue teams with the tools they need to navigate
these challenging circumstances, we strive to reduce
casualties, minimize property damage, and ultimately
save lives.

As we move forward with the development and
implementation of this disaster preparedness mobile
application, we remain dedicated to the fundamental
goal of making our communities safer and more
resilient in the face of adversity. With ongoing research,
development, and collaboration, we have the potential
to transform the way we respond to natural disasters,
creating a safer and more secure future for all.
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ABSTRACT

In recent times, early diagnosis has proven crucial for effective and improved treatment for patient during
COVID-19 pandemic. Integrating Al and machine learning technologies into healthcare shows great promise for
revolutionizing disease diagnosis and improving results. Presented research empower healthcare professionals to
swiftly identify diseases, enabling timely interventions and personalized treatment plans. Our proposed intelligent
disease detection system, named Risk Assess, aims to provide medical professionals with a powerful tool for
early disease detection. By conducting a comprehensive comparative study of machine learning algorithms such
as KNN, SVM, Logistic Regression, and Support Vector Machines, we aim to predict and diagnose a wide range
of diseases including breast cancer, diabetes, cardiovascular conditions, renal disorders, and hepatic ailments.
Through this research, we seek to advance the field of medical science and improve healthcare outcomes for

patients worldwide.

KEYWORDS : Deep learning, Disease detection, Logistic regression, Machine learning, Medical diagnosis.

INTRODUCTION

s per the World Health Organization’s survey,

millions of individuals die from different diseases
daily[1]. Over the past 1.5 years, COVID-19 has surged,
claiming the lives of approximately 25.9 million people,
followed by heart attacks at 17.5 million. Breast cancer
accounted for 2.3 million fatalities, while liver disease
and diabetes caused 2 million and 1.5 million deaths,
respectively. Chronic kidney diseases rounded up the
list with 1.2 million reported fatalities[2].

Machine learning is rapidly advancing, with deep
learning programs inspired by the human brain enabling
refined processing and pattern recognition, surpassing
traditional methods[3]. Advancements in machine
learning, cloud technology, and hardware are creating
more adaptable digital assistants and enhancing
communication for more efficient digital interactions[4].
No.2
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Innovations like those from the 2020 Tokyo Olympics
and Microsoft’s Skype translator are making voice-
based interactions more accessible[5].

Our system leverages datasets sourced from reputable
repositories such as Kaggle, UCLI, and others. These
datasets have undergone rigorous preprocessing,
cleaning, and scrutiny to ensure their reliability.
However, it’s important to note that relying solely on
the algorithms used for training these datasets may
not always be ideal. Continuous advancements in
technology introduce new algorithms that should be
explored and tested regularly. In our case, we have
experimented with various algorithms including Naive
Bayes, Random Forest, Decision Trees, and Support
Vector Machines (SVM). After thorough evaluation,
we have narrowed down our selection to one final
algorithm — Logistic Regression. Logistic regression
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utilizes the logit function to predict values, providing
binary responses (1 or 0) based on the input data.

To determine the best-performing algorithms, we
have assessed their accuracy and time complexity and
compared them against each other. Additionally, we
have implemented Flask to run the website, ensuring
seamless functionality and user experience.

There are mainly two users to this system with different
components as mentioned below:

1. Admin: The main administrator can do changes,
update charts, create models and do exploratory
data analysis.

2. User: The user of the system has to create an account
first. The system is open ended to all because it
is a nonprofit cause; hence anyone can create an
account. However, the user cannot get any access
to the original dataset.

3. Interfaces of the system: The base interface of the
system is the login page where a user can register
and login the system. After that input the details in
a form and predict the results. The exploratory data
analysis can be done by admin.

4. Hardware: The project is not dependent on any
hardware constraint.

5. Software: Windows 8+ or Ubuntu for OS, Google
chrome or any other web browser, SQL.ite database,
MongoDB for chatbot database, ML code in
anaconda, Flask, Streamlit and python for website
integration.

6. Communication Interface: A good web browser
with internet facilities and a minimum internet
speed of 1 MBps

7. Memory: Minimum RAM of 4 GB

8. Product Functions: The system uses login,
registration of users. The admin can access data and
records.

9. Characteristics of User: Any misplacement or
incorrect data can lead to incorrect results.

10. Constraints of the system: The dataset that is
used in the system is relatively small. To avoid
overfitting of data, we can increase the size of the
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dataset. The model that is used here doesn’t take
any unnecessary data like name or id. Only the
required fields like input are used for processing
data and forecasting it. Privacy is protected by this
constraint as no personal patient details are used on
the system. The deployment is done on a publicly
maintained open-source repository and hence can
be changed in a skeptical way too. System is very
reliable in terms of privacy protection. An error
is thrown with a validated message if the model
produces an error. The webpage loads in seconds
in online deployment. The algorithm is used with
the maximum accuracy possible, pertaining to each
model and training them individually.

Features of Proposed Model

The system offers following features which play a critical
role in shaping the effectiveness and functionality of
systems.

- System provides faster data

summarization

diagnosis&

- Reduced errors and misdiagnosis
- Easy to Use& user-friendly system
- No Human Interaction Required

However, the system faces skepticismregarding machine
reliance, and it lacks the ability to provide preventive
suggestions based on risk assessment. This limitation
means it cannot offer specific recommendations or
guidance even after evaluating risk factors (1 = Risk,
0 = No Risk).

The cumulative performance evaluations in terms of
Accuracy % of each model, except covid 19, are shown
as below in Table 1. This is to be noted that we have
used kidney, liver, heart, diabetes and breast cancer
datasets to create predictive models about the same.

Table 1. Cumulative Performance Evaluation of various
models

Algorithms Accuracy in %
Logistic Regression 83.38
Naive Bayes 80.73
Decision Tree 80.54
Random Forest 81.28
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REVIEW OF LITERATURE

Fatima & Pasha (2017)[7] have presented paper that
compares Machine Learning algorithms for diagnosing
diseases such as heart disease, diabetes, liver disease,
dengue, and hepatitis, highlighting their highest
accuracy rates. They have analyzed that SVM detects
heart disease with 94.60% accuracy. Naive Bayes
accurately diagnoses diabetes with 95% accuracy. FT
achieves 97.10% accuracy for liver disease. RS theory
detects dengue with 100% accuracy. Feed forward
neural networks classify hepatitis with 98% accuracy.

Chang et al. (2022) [8]The paper presented the
development of an Artificial Intelligence heart disease
detection system using machine learning in Python,
focusing on data processing and logistic regression.
They have presented experiment for random forest
classifier achieving 83% accuracy, measuring
performance and the SEABORN library’s use. The
confusion matrix validates prediction accuracy, while
the random forest algorithm’s multiple decision trees
enhance stability and accuracy, akin to a decision tree
but with hyperparameters.

Nguyen et al.(2021)[9] have defined study about deep
learning effectiveness in disease prediction using
epigenomic data, showcasing its success in detecting
diseases, classifying subtypes, and predicting treatment
responses with high accuracies. The models primarily
use DNA methylation and RNA-sequencing data. While
these models hold promise, challenges like validation
and interpretability need addressing for wider clinical
applicability. They have concluded that improvements
in interpretability and model selection could boost deep
learning’s role in translational epigenomics, bridging
gaps for future medical applications.

Saboor et al. (2022)[10] have mainly focused upon
advancements in computing and medical techniques
that diversified medical sciences, particularly in
identifying dangerous heart diseases. Their study used
various Machine Learning techniques and metrics to
predict heart disease accurately, improving accuracy
through preprocessing and hyperparameter tuning. The
proposed method effectively enhances heart disease
prediction accuracy, achieving 96.72% accuracy with
SVM.

www.isteonline.in \ol. 47 No.2

April - June, 2024

Mitra, et al

Hag et al. (2018)[11] prepared study machine-
learning system for accurate heart disease diagnosis.
have discussed all of the classifiers, feature selection
algorithms, preprocessing methods, validation method,
and classifiers performance evaluation metrics used in
this paper. They have observed that the classification
accuracy of logistic regression increased from 84%
to 89% on reduced features. Similarly, SVM (RBF)
accuracy increased from 86% to 88% with reduced
features. They have concluded that the feature selection
algorithms select important features which increased
the performance of the classifiers and reduced the
execution time. The designing of a diagnosis system for
heart disease prediction using FS with classifiers will
effectively improve performance.

Nashif et al. (2018)[12] have presented study that
addresses the urgent need for early detection of
cardiovascular diseases by proposing a cloud-based
heart disease prediction system using SVM with
97.53% accuracy. The system, validated with 10-fold
cross-validation, offers real-time patient monitoring
through Arduino and GSM technology notifications
for critical parameters. They have analyzed that SVM
outperformed Random Forest and Simple Logistic
models prove its efficiency in heart disease prediction.
Their study introduces a Continuous Patient Monitoring
system for home-based cardiac care, integrating
vital signs for real-time risk assessment and comfort
adjustments, showcasing its potential for centralized
medical advice and intervention.

EXPLORATORY DATA ANALYSIS

The diagrams below are a cumulative analysis of the
dataset that has been taken from UCI and Kaggle. The
data analysis is known as exploratory data analysis
which shows various trends and results from various
different algorithms and the datasets. The first dataset
is the breast cancer one taken from the source UCI
Machine learning Repository[13].

As shown above from Figure 1, SVM or support vector
machine performs the best with breast cancer dataset.
From figure 2 and 3 we can get that accuracy yielded
at 97%.
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Figure 4. Correlation heat plot between all bivariate
features

Figure 1. Baseline algorithms check for various methods

For the diabetes dataset, it is observed that the
prediction value obtained using logistic regression for
this particular dataset is the highest with the Accuracy
of 87% as shown in figure 4.

For the kidney dataset, the file used for the chronic
kidney dataset is taken using Kaggle. We have used
logistic regression for this as well as logistic regression
works better with classification problems as shown in
Figure 5.

Figure 2. Confusion Matrix - Precision & Recall

Figure 5. Correlation between different features

With this dataset and training model, we have achieved
Figure 3. Confusion Matrix an accuracy of 80% which was marked higher than the
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others. While this algorithm should not be used as a Here is the exploratory data analysis of different
measure or a standard to cumulate results, this algorithm  features and their relationship with one another as
by far has achieved the best results in all use cases. shown in figure 6 and 7.The correlation heat plot is the

Liver dataset is extracted from Kaggle repository[14]. same shown in Figure 8.

Many predictive functions are used, but after checking
each algorithm it is observed that both K nearest
neighbor and logistic regression have the same accuracy.

Figure 6. Accuracy for all algorithms tested Dataset
exploratory analysis

Figure 8. Correlation heat plot

Heart disease dataset is obtained from UCI[15]. We use
logistic regression to map the heart dataset. The model
predicted with 86.88% accuracy shown in figure 9, The
model is more specific than sensitive.

Figure 7. Feature Distribution and Relationship with
each other Figure 9. Density plot of each individual feature
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This is to be noted that we have also made a dialog
flow chatbot with telegram and website integration. The
conversations are stored in mongo DB and the python
environment is set up in flask. Moreover, Rapid API is
used to fetch the data from the system. Postmaster is
used for testing it locally and Heroku is used for the web
deployment. The chatbot can create intents and generate
activities under various natural language processes.

The deployment of the project is done on Heroku and is
hence free for all. The covid dataset uses neural network
and transfer learning to run the training algorithms. It
is used to classify data into images and vice versa. A
model for the same is developed shown in figure 10 and
figure 11.

Figure 10. Proposed Model for Disease Detection

Figure 11. Architecture of Deep Convolutional neural
network - covid 19

CONCLUSION

The various datasets used here are collected from
various repositories and collections. The data is
preprocessed and cleaned using one hot encoding and
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replacing the missing values. Several machine learning
algorithms are used for prediction of diseases. In our
project and the paper, we have used KNN algorithm that
predicts data according to the neighboring points. SVM
uses a hyper plane to separate data. Logistic Regression
is used for classification algorithms with probabilistic
functions of 0 and We have compared each algorithm
with classification accuracy implemented through
confusion matrix. From the experiments conducted,
we have summarized that the heart, diabetes, kidney
dataset works better with logistic regression. Liver
dataset gives approximately the same accuracy with
both KNN and Logistic Regression. Breast Cancer
dataset works better with Support Vector Mechanism.
Classification of images using tensor flow is better with
neural networks and transfer learning mechanisms.

Future Work

Improvements can be done from the scalability
and accuracy point of view. However, this can
be implemented for better performance and most
importantly better accuracy. Various clustering methods
of voting methods can be used for prediction as well.
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ABSTRACT

This research showcases the creation of Med Chain, a cutting-edge system that utilizes blockchain technology
to transform medical records management. The proposed system, Med Chain, offers an innovative solution to
enhance existing systems by enabling interoperability, ensuring data security, and providing efficient access
to medical records for patients. Med Chain uses blockchain technology to manage access to medical records
and transactions with smart contracts. These smart contracts act as a decentralized authority, facilitating secure
and transparent interactions within the network. By implementing advanced encryption techniques, Med Chain
enhances the overall security of medical records, ensuring confidentiality and integrity.

Moreover, Med Chain introduces a novel incentive mechanism that incentivizes healthcare providers based on
their commitment to maintaining accurate medical records and generating new blocks. This incentive mechanism
encourages active participation and ensures that all stakeholders in the healthcare ecosystem have a vested interest
in maintaining high-quality data. Utilizing blockchain technology, Med Chain offers several advantages to the
healthcare system. It enables seamless data exchange among different healthcare providers, eliminating the need
for redundant data entry and enhancing care coordination. Med Chain empowers patients by giving them full
control of their medical records, enabling secure access and sharing of their health information with authorized
parties. Overall, Med Chain represents a promising step towards transforming healthcare record management.
By leveraging blockchain’s inherent features of security, transparency, and decentralized governance, Med Chain
provides a robust and efficient platform for collaborative medical record management in the healthcare system.

KEYWORDS : Blockchain technology, Med chain, Medical records management, Timed-based smart contracts,
Electronic medical records.

INTRODUCTION industry’s increasing digitization. This dramatic rise in

ealth data interoperability still needs to be improved Qata T“a"es the need to protect healthgare data while it
in the healthcare sector. The issue of how to grant is being exchanged and used more difficult than ever.

public access to private health information still needs !n order_ to address privacy, securl_ty, and integrity
. issues with healthcare data, blockchain technology has
to be properly resolved. However, by offering safe and emerged as a possible alternative. Due to its openness
interoperable references to Electronic Health Records and gaccountsbilit blockchair; a Iicatior?s and
(EHRs), blockchain technology and smart contracts X Y: . PP .
L o academic study have become increasingly popular in
offer an intriguing and novel way to address this issue. industrv and academia
Blockchain technology can enhance interoperability y '
and privacy in electronic health record solutions. Many Peer-to-peer network transactions use distributed
electronic patient records are due to the healthcare ledger technology or blockchain technology. It permits
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the safe and accurate storing of any data. The smart
contract, which consists of adaptable rules regulating
decentralized interactions between participants, is a
significant idea in the blockchain. Smart contracts have
various applications in healthcare, finance, voting,
and energy. Blockchain eliminates intermediaries,
increasing transparency and trust. It uses cryptography
and consensus procedures to validate transactions in an
unstable setting. Each receiving node in a P2P network
built on blockchain verifies and saves accurate messages
in blocks. The data in each block is then verified using
a consensus mechanism, such as Proof-of-Work (PoW).
The block is circulated over the network and added to
the chain after confirmation.

One of the key industries utilizing blockchain
technology is healthcare. Healthcare data security,
privacy, sharing, and storage issues can be resolved
with blockchain. Interoperability, which refers to the
exact, effective, and consistent interchange of data or
information between human or computer parties, is a
critical requirement for the healthcare sector. Thanks
to interoperability, healthcare practitioners and patients
from various hospital systems can share health-related
information, such as electronic health records. New
opportunities are opening up for effective health data
management and enhanced patient access to their health
information due to developments in electronic health-
related data, rules around the storage of healthcare data
in the cloud, and the significance of ensuring patient
data privacy. For data-driven organizations, ensuring
data security is crucial. This is especially true in the
healthcare industry, where blockchain technology can
handle these pressing issues firmly and successfully.
A seven-step procedure for managing healthcare data
using blockchain is shown in Figure 1. The blockchain
applications in this category cover electronic health
records, data management, and storage.

This paper’s goals are to:

e Provide a thorough analysis of current blockchain
technology use cases in healthcare applications.

e Outlining the main difficulties with applying
blockchain technology to the healthcare industry.

e Qutlining principles for further study and pointing
out unresolved problems in blockchain-based
healthcare applications.
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e Examining the advantages and disadvantages of
current healthcare blockchain implementations.

This study will analyze blockchain technology’s
potential and limitations to illuminate its role in attaining
safe and interoperable healthcare data management.

Fig. 1: Blockchain Technology Transforming Healthcare
Data Management

RELATED WORKS

Patients can only consult with various healthcare
professionals if hospitals control Electronic Health
Records (EHRs). This makes it more difficult for
patients to obtain medical records and healthcare
information. The authenticity of EHRs stored on
the blockchain is guaranteed by the attribute-based
signature technique with multiple authorities proposed
in this research [1]. Patients participate in this method
by endorsing communications based on predetermined
criteria  without disclosing anything beyond the
evidence of their attestation. The escrow issue is solved,
and the distributed data storage characteristics of the
blockchain are supported by using numerous authorities
rather than a single central authority to generate and
distribute public/private keys to patients. The system is
meant to withstand collision assaults even when N -1
out of N authorities are compromised by exchanging
secret pseudorandom function seeds across authorities.
Using the computational bilinear Diffie-Hellman
assumption, the study formally proves the security of
the attribute-based signature scheme, concentrating on
the unforgeability and perfect privacy of the attribute
signer. The effectiveness and unique qualities of the
suggested strategy are demonstrated by comparison to
other methods suggested in earlier studies.
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Sharing electronic health records [2] raises concerns
about data leakage and compromises patient privacy,
particularly with sensitive medical information. Since
data uploaded to a blockchain cannot be changed after
publication, blockchain technology offers possible
solutions for the secure and reliable sharing of EHRSs.
This article suggests a blockchain-based searchable
encryption scheme for electronic health records (EHRS),
allowing many stakeholders, such as doctors, hospitals,
labs, and insurance companies, to access EHRs more
securely. The study uses sophisticated logic expressions
to build an index for EHRs stored on the blockchain.
While the actual EHR data continues to be controlled
by the data owners, data users can use these phrases to
search the index. The data owners maintain complete
control over who has access to their EHRs by moving
the index to the blockchain for propagation. The
integrity, anti-tampering, and traceability of the EHRS’
index are all guaranteed by blockchain technology.

Data security stored in the cloud has always been a
concern due to potential cyber-attacks. Healthcare
data, in particular, has become a prime target
for attackers. Healthcare data breaches can have
devastating consequences for healthcare organizations
[3]. Decentralizing cloud data is one method of
reducing these risks because it can lessen the effects
of attacks. Decentralized peer-to-peer (P2P) networks
allow storing and processing of sensitive healthcare
data in the cloud. Accountability and integrity
may be guaranteed by utilizing the distributed and
decentralized characteristics of blockchain technology.
While many decentralized approaches to attack control
have been put forth, they frequently need to ensure the
overall privacy of patient-centric systems. This study
introduces a patient-centric healthcare data management
system that achieves privacy through storage by using
blockchain technology. Patient data is encrypted using
cryptographic techniques to maintain pseudonymity.

Advancements in information and communication
technologies have greatly impacted the e-health industry
and research. For the interaction and cooperation of
electronic medical record systems, guaranteeing data
security and ease is essential when sharing personal
medical data [4]. However, because of inconsistent
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architecture in terms of security rules and access control
models, present systems require assistance to achieve
these requirements. The accountability of medical usage
data must be ensured; hence, a new solution is needed to
improve data accessibility while abiding by privacy and
security laws. With special qualities like data privacy
and transparency, blockchain technology is promising
to revolutionize the conventional healthcare sector.
This document gives patients access to a thorough and
unchangeable log that makes it simple for staff members
in various hospital departments to retrieve their
patients’ medical records. To show the functionality
and effectiveness of the suggested platform, construct
a case study for a hospital on a permission network and
conduct several experimental experiments.

The paper [5] proposes an architecture for data carriers
that bridges the communication gaps between Ethereum
smart contracts and outside loT settings. The design
seeks to enable smart contracts to access off-chain data
cost-effectively and elastically within a blockchain-
enabled 10T ecosystem. The three parts of the proposed
architecture—Mission  Manager, Task Publisher,
and Worker—enable communication between smart
contract creators, Ethereum nodes, and off-chain data
sources. The study also offers targeted approaches for
decoding event logs and filtering smart contract events
according to predefined criteria. According to the
evaluation’s findings, the proposed method can reduce
the cost of deploying smart contracts by an average of
$20. Additionally, compared to the present data carrier
services, it offers greater efficiency and flexibility.

Table 1. Literature Survey

Authors Description Methods Advantages
R. Guo, H. Presented a Attribute- Enhanced
Shi, Q. Zhao, | safe attribute- | based security,

D. Zheng based signing | signature multiple
mechanism scheme authorities
for electronic for key
medical management
record
systems
that use
blockchain
technology.

April - June, 2024
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L. Chen, W.-
K. Lee

Outlined a
searchable
encryption
system

based on
blockchain to
communicate
electronic
health records
safely.

Searchable
encryption

Improved
data security,
easy access to
records

A. Al Omar,
M. Z. A.
Bhuiyan

It outlines
the privacy-
friendly
framework
for employing
blockchain
technology
to manage
healthcare
data in the
cloud.

Privacy-
preserving
data
management

Enhanced
privacy,
decentralized
data control

L. Hang, E.
Choi

Anovel
blockchain-
based
platform for
ensuring the
integrity of
electronic
medical
records in

a hospital
setting.

EMR integrity
management

Improved
data integrity,
easy access to
records

X. Liu, K.
Muhammad

Presented a
data carrier
architecture
enabling
smart
contracts to
fetch off-chain
data cost-
effectively and
elastically.

Data carrier
architecture

Reduced
deployment
cost,
improved
efficiency

Table 1 summarizes research papers on blockchain
technology in healthcare. These papers offer solutions
for searchable encryption for electronic health record
sharing, privacy-friendly cloud platforms for healthcare
data, EMR integrity management using medical
blockchain platforms, and a flexible and affordable data
carrier architecture for smart contracts. They also offer
solutions for secure attribute-based signature schemes
and platforms [6]. The articles illustrate how blockchain
technology can improve data security, privacy, integrity,
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and efficiency in the healthcare industry. Overall,
they show how blockchain technology has the power
to transform the way that healthcare data is managed
completely.

SYSTEM ARCHITECTURE

A comprehensive framework has been developed
for managing and sharing electronic medical records
(EMRs) to treat cancer patients, and it has been
implemented in collaboration with a hospital. This
system ensures the privacy, security, accessibility, and
precise access control of EMR data[7]. The approach
aims to reduce communication time for EMRs, improve
treatment decision-making, and lower costs by utilizing
blockchain technology, specifically the Ethereum
blockchain network.

Ethereum, introduced in 2015, builds on Bitcoin’s
principles, offering a trustless environment for
executing smart contracts through its open-source,
peer-to-peer distributed infrastructure. Incorporating
Ethereum enhances security and transparency, ensuring
EMR information is securely stored and shared while
maintaining privacy and enabling efficient access
management. Smart contracts streamline the sharing
process, facilitating quicker access to vital EMR data
for treatment decisions.

Figure 2 illustrates the proposed framework,
demonstrating an innovative approach to managing
and sharing EMR information in cancer patient care.
Utilizing Ethereum’s blockchain technology, the
system aims to revolutionize the efficiency, security,
and trustworthiness of EMR management and sharing
processes.

Fig. 2: The Proposed Framework

The relationship between the General Data Protection
Regulation (GDPR) in Europe and blockchain
technology is complex. While blockchains align
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with GDPR aspects like data portability and consent
management, concerns exist regarding the right to be
forgotten and potential data control loss through smart
contract execution. “Dynamic consent management,”
which aligns with GDPR provisions on consent, can
address these concerns. Private blockchains, such as
Enterprise Blockchain, offer potential solutions by
complying with GDPR directives, being under a single
entity’s authority, and allowing access only to authorized
individuals. These blockchains apply to governmental
record-keeping, public health records, and healthcare
reimbursement, similar to private web apps][ 8].

The “Blockchain Enabled Healthcare” IMI Pilot
project of the European Commission, coordinated by
Novartis, explores blockchain technology possibilities
in healthcare. This study aims to use existing standards
like Ethereum and develop new ones if necessary,
focusing on creating services that directly benefit
patients. Overall, blockchain technology in healthcare
shows promise, but proper privacy and consent
protocols must be implemented, and GDPR must be
carefully considered.

IMPLEMENTATION

The implemented system focuses on various aspects
of healthcare data management, including patient
registration, electronic  health records (EHRS)
maintenance, data ownership, authentication, and
performance analysis. It emphasizes the importance
of customizable patient registration systems and
the continuous generation of meaningful healthcare
data, ensuring data security through encryption and
efficient search capabilities using indexed keywords.
Authentication mechanisms control access to sensitive
resources, and the system’s performance is highly
secure, facilitating the secure transfer of patient records
among healthcare systems. The decentralized nature
of blockchain technology ensures privacy and data
integrity.

Patient Registration

Registration is an introductory module in any data
management system, particularly medical record
management [9]. The process begins with the
registration of a patient within the system. A versatile
patient registration system is necessary for OpenMRS,
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a highly adaptable and scalable solution for medical
record management, to accommodate various needs and
requirements.

Electronic Health Record Maintenance

An Electronic Health Record encompasses a
comprehensive collection of medical records generated
during clinical encounters and other relevant events.
With the emergence of self-care and homecare
devices and systems, there is an increasing generation
of meaningful healthcare data that holds clinical
significance around the clock, catering to long-term
healthcare needs.

Data Ownership

To ensure data safety, all files are encrypted before
upload. Data owners also have the choice to include
particular keywords linked to the uploaded files. These
keywords are crucial in indexing the data, facilitating
swift and efficient retrieval through search queries.

Authentication

The authentication module is a plugin that gathers
user credentials, like user ID and password. These
credentials are then compared against entries in a
designated database. Only individuals who have been
authorized have access to sensitive information. Access
will be provided only to individuals who fulfill the
authentication criteria.

Performance Analysis

The implemented system exhibits a high level of security
and performance. Utilizing blockchain technology, the
system facilitates secure and simple patient record
transfers between domestic and foreign healthcare
institutions. Encourages efficient health management
and promotes medical tourism with reduced risks and
costs through better member coordination. Blockchain’s
decentralized nature enhances medical data privacy and
integrity[10].

RESULT AND DISCUSSION

In blockchain networks, consensus algorithms ensure
consistency and agreement among nodes, which is
crucial when buying coins or managing a node. \Various
network nodes cooperate in a consensus algorithm
to agree on a particular rule or action. For example,
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Bitcoin’s consensus is based on the chain with the most
effort, as decided by the nodes rather than the miners.
With enough mining power, a fork and change attempt
would succeed [11][12]. Nodes play various roles in
the consensus process, including accepting, validating,
replicating, serving transactions and blocks, and storing
the blockchain. They also define the specific Proof-
of-Work algorithm that miners must employ[13]. The
goals of a blockchain consensus protocol include
reaching consensus, promoting cooperation among
nodes, ensuring equality, and requiring each node to
participate in the consensus process[14]. Consensus
algorithms seek a solution that benefits all network
members equally.

Consensus algorithms and their functioning
Proof of Work

In order to identify the next block miner using this
consensus process, which is utilized by Bitcoin, a
challenging mathematical puzzle must be solved. Miners
compete to solve the puzzle through computational
power, and the first to find a solution gets to mine the
next block.

The content associated with the Proof of Work (PoW)
consensus algorithm is shown below in pseudo-code:

# Proof of Work (PoW) Consensus Algorithm
# Constants
difficulty = 4 # Difficulty level for the puzzle

target = “0” * difficulty # Target string with leading
ZEeros

# Function to generate a hash for the given data
def generate_hash(data):
return hash_function(data)
# Function to solve the POW puzzle
def solve_puzzle(block_data):
nonce =0
while True:
# Concatenate the block data with the nonce
data_to_hash = block data + str(nonce)
# Generate the hash for the concatenated data

Padmavathi, et al

hash_result = generate hash(data to hash)
# Check if the hash result meets the target criteria
if hash_result.startswith(target):
return nonce
# Increment the nonce to try a different value
nonce += 1
# Mining Process
def mine_block(previous_block, transactions):
# Create a new block
new_block = Block(previous_block, transactions)
# Generate the block’s data
block data =new block.get block data()
# Solve the PoW puzzle to find the nonce
nonce = solve puzzle(block data)
# Set the nonce in the block
new_block.set_nonce(nonce)
# Add the block to the blockchain
.add_block(new_block)
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The pseudo-code assumes the existence of a "Block
class, “hash_function,” and a “blockchain™ object for
adding new blocks to the blockchain. The provided
content does not include these details, representing
them as placeholders.

Practical Byzantine Fault Tolerance (PBFT)

A consensus mechanism called PBFT was created for
Byzantine faulted systems, in which nodes may act
maliciously. It ensures consensus by having a certain
number of nodes agree on the order of transactions.

Proof of Stake (PoS)

Instead of relying on computational capacity, validators
in the PoS consensus invest in the system by securing
a portion of their coins as stakes. Validators validate
blocks and place bets on them, earning rewards
proportionate to their stake. Validators with a higher
economic stake have a greater chance of being chosen
to generate the next block.

Sure! Here is a simplified pseudo-code for the Proof of

Stake (PoS) consensus algorithm:
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/1" Variables
blockchain =[]
validators = []
totalStake = 0

//\Validator structure
Validator:

address

stake

//block structure
Block:
prevBlockHash
transactions
validator

// Function to add a validator

function addValidator(address, stake):
validators.push(Validator(address, stake))
totalStake += stake

I/l Function to select a validator to generate the next
block

function selectValidator():
randomValue = random(totalStake)
cumulativeStake = 0

for each Validator in validators:
cumulativeStake += Validator.stake
if randomValue <= cumulativeStake:
return Validator.address

// Function to validate a block
function validateBlock(block):
// Perform necessary validations
/I Validate transactions, signatures, etc.
if validationsPassed:
return true
else:
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return ralse

/l Function to add a block to the blockchain

function addBlock(prevBlockHash, transactions,
validatorAddress):

validator =
findValidatorByAddress(validatorAddress)
if validateBlock(Block(prevBlockHash,

transactions, validator)):

blockchain.push(Block(prevBlockHash,
transactions, validator))

/[ Main execution
addValidator(validatorl, stakel)
addValidator(validator2, stake2)

addValidator(validatorN, stakeN)

for each block in newBlocks:

addBlock(block.prevBlockHash, block.transactions,
selectValidator())

Proof of Burn (PoB)

When using PoB, validators “burn” coins by sending
them to an address that cannot be found again. Using a
random selection procedure allows them to mine on the
system. Burning coins represents making a long-term
commitment in exchange for a temporary setback.

Proof of Burn generally involves the following steps:

1. \Validators initiate the Proof of Burn process by
sending their coins to an address that cannot be
traced.

2. The burned coins are permanently removed from
circulation and cannot be accessed by anyone.

3. Validators who have burned coins can participate in
the mining or block creation.

4. \Validators for mining are typically selected through
a random or weighted lottery system, where
validators have a higher chance of being selected
based on the number of coins they burn.
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5. The selected validators have the power to generate
new blocks and include them in the blockchain.
Table 2: Comparison of Consensus Algorithms

Padmavathi, et al

6. Validators are rewarded with newly minted coins or
transaction fees for their mining efforts.

Feature Proof of Work (PoW) | Practical Byzantine | Proof of Stake (PoS) | Proof of Burn (PoB)
Fault Tolerance
(PBFT)
Energy Consumption High Low Low Moderate
Security High High High High
Decentralization High (affected by Moderate High (risk of High (burn
pools) (permissioned centralization) mechanism effects)
networks)
Scalability Low Moderate High Moderate
Usage Examples Bitcoin, Ethereum Hyperledger Fabric, Ethereum 2.0, Slimcoin,
(pre-2.0) Zilliga Cardano Counterparty
Advantages Proven security, Efficient, low energy, | Energy efficient, faster | Lower energy reduces
robustness Byzantine fault transactions the coin supply
tolerance
Disadvantages High energy, Communication Wealth centralization, Economic barrier,
scalability issues overhead, scalability "nothing at stake" supply management
problem

InTable 2, the choice of consensus algorithm depends on
the specific requirements of the blockchain application,
including security needs, energy consumption
considerations, scalability requirements, and the desired
level of decentralization.

A bar graph compares various consensus algorithms
based on four key factors: energy consumption, security,
decentralization, and scalability. The ratings are on a
scale of 1 to 10, where higher values indicate better
performance or a more desirable trait.

Figure 3(a). Comparison of Consensus Algorithms (Bar
Chart)
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Figure 3(a) compares various consensus algorithms
based on four key factors: energy consumption,
security, decentralization, and scalability. The ratings
are on a scale of 1 to 10, where higher values indicate
better performance or a more desirable trait. This
visualization highlights the strengths and weaknesses of
each consensus algorithm, aiding in understanding their
suitability for different blockchain applications.

Figure 3(b). Comparison of Consensus Algorithms (line
Chart)

Figure 3(b) compares the four consensus algorithms—
Proof of Work (PoW), Practical Byzantine Fault
Tolerance (PBFT), Proof of Stake (PoS), and Proof
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of Burn (PoB)—across four key metrics: energy
consumption, security, decentralization, and scalability.

CONCLUSION AND FUTURE
ENHANCEMENT

This study explored the application of blockchain
technology in critical care, medical research, and
wellness settings within the healthcare industry.
Implementing MedChain, a blockchain-based system
for managing medical records, offers numerous
advantages. MedChain ensures a permanent and
transparent record of all events within the system,
enhancing the administration of medical records.
Privacy is protected through time-based smart contracts
and the enforcement of appropriate usage guidelines.
Data integrity is maintained using hashing techniques,
while advanced encryption and authentication
mechanisms provide robust security and access control.
Comprehensive logs facilitate accessibility, auditability,
and interoperability. A notable contribution of
this work is integrating a novel incentive mechanism
with the Proof of Authority consensus algorithm. This
system rewards medical professionals for maintaining
updated records and generating new blocks. Rather
than creating a digital currency, this approach fosters
fairness, equality, and sustainability by rewarding
service providers. The system’s performance was
evaluated regarding response time, throughput, and
communication overhead, demonstrating effective
handling of large datasets with minimal latency.
Overall, utilizing blockchain technology in healthcare,
as MedChain exemplifies, presents significant benefits
in terms of security, privacy, and efficiency in managing
medical records. This advancement could enhance
patient care and improve healthcare provider operations.

Future Enhancements

Future enhancements for blockchain-based healthcare
systems include:

- Scalability: Improving the system’s ability to
handle increased data volumes and user demand.

- Interoperability: Ensuring seamless data exchange
between different healthcare systems and platforms.

- Data Analytics: Leveraging data analytics to
generate insights from medical records for better
decision-making.

\ol. 47

www.isteonline.in No.2

April - June, 2024

Padmavathi, et al

- loTandWearable DevicesIntegration: Incorporating
data from 10T and wearable devices to provide real-
time health monitoring and personalized care.

- Governance and Compliance: Strengthening
governance frameworks and ensuring compliance
with regulations such as GDPR and HIPAA.

- Patient Empowerment:  Enhancing  patient
engagement by giving individuals greater control
over their health data.

- Integration  with  Emerging  Technologies:
Combining blockchain with emerging technologies
like Al and machine learning to revolutionize
healthcare delivery.

Funding Statement: The author(s) received no specific
funding for this study.

Conflicts of Interest: The authors declare no conflicts of
interest to report regarding the present study.

REFERENCES

1. R. Guo, H. Shi, Q. Zhao, and D. Zheng, “Secure
Attribute-Based Signature Scheme With Multiple
Authorities for Blockchain in Electronic Health
Records Systems,” in IEEE Access, vol. 6, pp. 11676—
11686, 2018, doi: 10.1109/ACCESS.2018.2801266.

2. L. Chenand W.-K. Lee, “Blockchain-based searchable
encryption for electronic health record sharing,” in
2018 IEEE International Conference on Blockchain
(Blockchain), 2018, pp. 1433-1438, doi: 10.1109/
Blockchain.2018.00006.

3. A. Al Omar and M. Z. A. Bhuiyan, “Privacy-friendly
platform for healthcare data in cloud-based on
blockchain environment,” in 2019 IEEE International
Conference on Big Data, 2019, pp. 2314-2323, doi:
10.1109/BigData47090.2019.9006116.

4. L. Hang and E. Choi, “A Novel EMR Integrity
Management Based on a Medical Blockchain Platform
in Hospital,” in 2019 IEEE International Conference on
Big Data and Smart Computing, Kyoto, Japan, 2019,
pp. 1-6, doi: 10.1109/BigComp.2019.00027.

5. X. Liu and K. Muhammad, “Elastic and cost-
effective data carrier architecture for smart contract
in blockchain,” in 2019 IEEE 16th International
Conference on Mobile Ad Hoc and Sensor Systems
(MASS), Monterey, CA, USA, 2019, pp. 411416, doi:

10.1109/MASS.2019.00091.



Leveraging Blockchain Technology to Facilitate Collaborative

6.

10.

www.isteonline.in

R. Guo, H. Shi, Q. Zhao, and D. Zheng, “Secure
attribute-based signature scheme with multiple
authorities for blockchain in electronic health records
systems,” in IEEE Access, vol. 6, pp. 1167611686,
2018.

L. X. Chen, W.-K. Lee, C.-C. Chang, K.-K. R. Choo, and
N. Zhang, “Blockchain-based searchable encryption
for electronic health record sharing,” in Future Gener.
Comput. Syst., vol. 95, pp. 420429, Jun. 2019.

C. C. Agbo, Q. H. Mahmoud, and J. M. Eklund,
“Blockchain technology in healthcare: A systematic
review,” in healthcare, vol. 7, no. 2, p. 56, Apr. 2019.

D. Xu, W. Zhang, X. Li, and F. Liu, “Privacy-preserving
blockchain-based electronic health record system,”
Journal of Medical Systems, vol. 43, no. 8, p. 258, Aug.
2019.

M. Azaria, A. Ekblaw, T. Vieira, and A. Lippman,
“MedRec: Using blockchain for medical data access
and permission management,” in Proceedings of the
2nd International Conference on Open and Big Data,
Vienna, Austria, 2016, pp. 25-30.

\ol. 47 No.2

11.

12.

13.

14.

April - June, 2024

Padmavathi, et al

J. Li, W. Xu, and J. Zhang, “Blockchain-based data
integrity protection for electronic health records,”
Journal of Medical Internet Research, vol. 20, no. 11, p.
€11297, Nov. 2018.

L. Zhao, X. Chen, and H. Wu, “Blockchain-based secure
sharing of electronic health records with attribute-based
encryption,” in IEEE International Conference on
Communications (ICC), Kansas City, MO, USA, 2018,
pp. 1-6.

A. R. Santos, M. Antonioli, N. Gasti, and R. B. Oliveira,
“When your fitness tracker betrays you: Quantifying the
predictability of biometric features across contexts,”
IEEE Transactions on Information Forensics and
Security, vol. 14, no. 7, pp. 1845-1860, Jul. 2019.

W. Li, X. Jiang, and B. Wu, “Privacy-preserving
data sharing scheme for blockchain-based electronic
health records,” in IEEE International Conference
on Trust, Security, and Privacy in Computing and
Communications (TrustCom), Rotorua, New Zealand,
2019, pp. 640-645.



Classification and Clustering of Forest Cover Type Dataset

Anilkumar J Kadam
Department of Computer Engineering
AISSMSCOE
Pune, Maharashtra
D4 277

ABSTRACT

In this overview paper, I am explaining the classification and clustering outcomes over the forest cover type dataset.
Information concerning forest property could be very requisite for rising environment supervision. This document
presents an examination correlated to labeling and prediction assessment with engine studying strategies. The
technique is to guess the forest cover kind using the cartographic variables nearly like thing, slope, soil kind,
wasteland location, etc. Kaggle dataset is the same old benchmarking information set this is in use for assessment
studies. These comparisons of these fashions are completed to recognize a mile’s higher version for predicting the
forest type kind with higher correctness. In this proposed machine of the experiment, ZeroR Classification is used
for predicting the woodland cowl kind dataset. For overall performance assessment, metrics like accuracy and
blunders price are used. A vital thing of the examine is using numerous overall performance measures to assess the
education techniques. Keywords: Classification, Machine Learning, ZeroR, etc.

KEYWORDS : Classification, Cluster, Performance dataset, Machine learning etc.

INTRODUCTION

he manner of preprocessing, category, and

clustering are completed at the woodland cowl
kind dataset. The woodland cowl kind dataset has
fifty-five unique sorts of attributes. Using the weka
device, first off preprocess the woodland cowl kind
dataset. Then the use of that preprocesses woodland
cowl dataset, carry out the category the use of ZeroR
classifier. Then I carry out clustering on woodland
cowl kind dataset the use of EM Cluster to discover
the cluster with inside the woodland cowl kind dataset.
In this evaluation paper, I am explaining the category
and clustering consequences over the woodland cowl
kind dataset. Information regarding woodland land is
important for growing atmosphere organization. This
manuscript affords an evaluation associated to category
and prediction judgment the use of device mastering
strategies. The method is to expect the woodland cowl
kind to use cartographic variables like thing, slope,
soil kind, wasteland location, etc. Kaggle dataset,
the excellent benchmarking dataset are taken for
assessment studies. The comparison of these fashions
has been completed to identify a mile’s higher version
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for predicting the woodland cowl kind with higher
accuracy. In this proposed machine of the experiment,
ZeroR is Classifi